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Abstract

Over the last decades the electricity industry has experienced a remarkable reformation
mainly for two reasons. The first reason is the market deregulation. This term describes the
shift from vertically integrated monopolies to competitive markets. The latter give access
to other players who can invest in generation and transmission facilities, thus increasing
the competition. The second reason is the strong penetration of renewable energy resources
(RES), whose the inherently intermittent generation has changed the operational framework
and introduced new tools to handle both power production and demand response.

Considering RES, their financially subsidized generation and the prioritized dispatch
(merit-order) have resulted in reduced conventional (thermal) production volumes and sup-
pressed electricity prices. Following this, a question arises about the sustainability of the
existing thermal units. In addition, a second question arises about the attainability of future
investments not only for the conventional units but also for the RES generation facilities
as the continuous growth of the latter leads to further suppressed electricity prices. Within
the above framework, this thesis investigates the strategic reaction of a power producer to
exercise market power by means of capacity withholding and transmission-related strategies
to offset expected profit losses. Initially, considering a producer with conventional genera-
tion portfolio, we develop a stochastic bi-level complementarity model to derive optimal offer
strategies for the aforementioned producer in a jointly cleared energy and reserve pool-based
market settled through an hourly auction process. The upper level of the model represents

the maximization of the strategic producer’s expected profits while the lower level repre-



sents the market clearing mechanism optimizing the security-constrained expected cost of
the system conducted by the independent system operator. The mechanism is modeled
though a two-stage stochastic programming where the first stage clears the day-ahead DA)
market, and the second stage presents the system operation in RT though a set of plausi-
ble wind power production realizations. Then, we extend the proposed bi-level model for
an incumbent power producer who possesses a conventional and wind generation portfolio.
Both bi-level models are recast into mathematical programming with equilibrium constraints
(MPEC) models which are then reformulated into equivalent mixed integer linear program-
ming (MILP) models solvable by commercial solvers like CPLEX/GAMS in global optimality.
These transformations occur using the Karush-Kuhn-Tucker (KKT) first order optimality

conditions, the strong duality theory and disjunctive constraints. The proposed algorithms:

e provide optimal offering (energy /price) strategies for a power producer participating
in a jointly cleared energy and balancing pool market where other conventional and
wind power producers are concerned as competitors.

e derive robust DA and balancing market prices which are created endogenously as dual
variables of the energy balance constrains.

e identify producer’s arbitrage opportunities between DA and RT markets.

o offer a novel framework that determines the impact of the strategic producer’s behavior
on the local marginal prices (LMPs) under stochastic production.

e provide a systematic analysis of behavior adjustments of the aforementioned producer
depending on wind production uncertainty , network congestions, and different levels

of wind power penetration.

Finally, we investigate the interaction between strategic power producers participating in
the pool market. Thus, based on the extended bi-level model of each producer, we propose a
new MPEC model with primal-dual formulation. The joint solution of all producers’ MPEC

models construct an equilibrium programming with equilibrium constraints (EPEC) model.

i



This is then, lying on different objective functions, linearized into an MILP model and solved
using a single-iteration diagonalization process. The proposed algorithm addresses several
network cases and provides a range of meaningful market equilibria in an ex-post analysis
of the received MILP results taking into consideration wind production uncertainty and

transmission lines congestions.
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[eptAngm

Yhuepa ) xAater) ohhory ) ebvon ywplc augBolio évo amd tor yeyohitepa TEpUBoANOVTIXG
TEOBAAUTO. AVTIUETOTOL UE T XOTAC TEETTIXG ATOTEAEOUATO TWV AVUIPMTIVGDY 5000 TNELOTATWY
0TO XA, TA XEVTPA ATOPAOEWY XAAOVOVTAL VO UIOVETAGOLY EVOEAEY Y| UETPA GO0V aPoEd GTNY
aelpoplor Tou Tept3dhhovtog. To cuvoTAuata Tapoywyhc NAexTEc eVEpYELag TU{OoUY OTUAVTI-
%6 pOho oTNV eN{TELEN TWV TEPBAAROVTIXGY OTOYWY xomE lvor LTELYLUVA YioL TO UEYOADTEROD
TOC0GTO eEXTOUT®Y depiwy Tou Yepuoxnmiou. Me autéd 1o oxentind 1 Eupwnoiny| Evwon €yet
evduypauiost TIC evepyelaxeg TN TOMTIXEG €T0L WOTE To 2050 1) oAy OUEVT NAEXTELXT EVER-
yewo mou oyetiletan ye exmounéc dvdpoxa va €yet uetwiel xatd 80% oe oyéon ue to 1990.
Avutéc oL moltég unooTneilovTon oNUUVTIXG amd UETEA TTOU EMTEETOUY TNV Loy ueY| Bileloduon
OVOUVEDGUUOY TYWOV EVEQYELNS (ATIE) oc mocoot6d 75% NG axoddplo TG TEMXTG EVEQYELAXTC
AATOVIAWOTG.

Hopadooloxd oL xavOVES TG oyORdS EVERYELIG AELTOURYOUCUY UE OXOTO TOV EAEYYO TOV
exnounwy dvipaxa. Emnpoc¥éteng to cuoTrdota mapaywyY s NAEXTENC EVEQYELXS axohoudo-
OV Ti¢ Broupdvoelc e {Rtnomne. Tlopdio awtd to Aettoupyind mhaicto ahhdlel ooy anoTéAeoua
TWV CUUQUOY 1] EAEYYOUEVODY BLOXUUEVOEWY TNG TOEAYWYNG NAEXTEIXNC EVEQYELIS Amd Uo-
vaodeg AIIE. H mpoavagepleica glon twv AlIE ce ouvbuacud e tnv éhhewhn teyvohoyiag
amo¥rixeuone Tng NhexTErc eVEpYELag 0dNYEl TIC CLUUBUTIXES LOVADES TopaY WY Vo AELTOUR-
YOUV OLUXOTTOUEVA YLl VO AVTLIETOTICOUV TIG CUYVEC AVICOPEOTIEC GTO BIXTOOU UETAPOQEES.
'Etot auddvetar 1 avdyxn yior o eUEMXTES AN oxplBéc e@edpeieg evEpyetag (reserves) ¢hote

va Slogoalodel 1 allomiotio Tou cuoTAdatoc. H avotépn xatdotacy ennpedlel Ty omo-



BOTIXOTNTA X0 TO AELTOLEYIXO XOOTOC dpYNTXd. EmimAcov n ueoduevn wptodor Asttovpyio xou
CUVETIOC O OYXOG TORUYWYHS OE GUVOUNOUO UE TIC CUUTIECUEVES THIEC NAEXTELXNG EVEPYELOC
eyelpouy €pOTAUATE Oyl UOVO YL T PUOCYOTNTU TWV UTUEYOVIOVY UOVAOWY AN xaL Yia TO
EQPTO TV PHEAAOVTIXOVY ETEVOLOEWY. Emnpoc¥étwe 1o xatdhhnho Yelypo eVEMXTNG YwENTL-
XOTNTOC TOL EYEL OXOTO Vo ECOUADVEL TNV GUVEYWS oUEAVOUEVN UETOBANTOTNTA TNE TopoY 1S
nAexTEIXTC eVEPYELNG eUTOdICETON amd avwpalieg Tng ayopds. O teleutaieg oyetilovton pe
TOEAYWYOUS TIOU €Y0LV EEUCPUNOUEVY TEOTEPUOTNTA 0T TpoYodooio Tou dixtbou ( prior-
ity feed-in) AofBdvovTag ETOQEAAC ETBOTACELS Xt GAROUG U1 ETUOOTOUPEVOUS ORI WYOUS OL
omoiot efvar amoOEXTEG TGV EXXUVARIOUEVNG aYORAS Yol TNV XGALPT TAYLWY DUTOVEY.

Levixd ) omontodpevn eveM&lor £yel HaxpoyeOVIo avTiXTUTO GE GAO TO YACUA TOU NAEXTEXOD
CUCTAUNTOC OO T1) TEO-NUEPTOWAL Xl NUERHOL Agttoupyiot TNg ayopds NAEXTENS EVERYELIG
UEypet TN UeAovTIXY mopoywyix) wavotnto. H umoyeéwon edicoppdmnone tne dlAelnoucog
TOEOY NG NAEXTEIXNAG EVEQYELIG EYEL DNULOVEYHOEL TNV oV X1 YLl VEO Oyedlaoud Tou Yo emthVeL
To TEOPAAUATA EVOWOUATOONG HOVEDWY Topaywyhe 0T BixTuo Xadog eTlong xou TNV avdyxn
yioe éva vEo Thadolo yio TV eELIG0PEOTNGT] TOU TOMTIXOU TEIAAUUATOC UG OTOTEAECUATIXAG Ol
AVTAYWOVIOTIXNG AYOR3S EVEQYELNS OF EVOL ACPUAEG CUOTNUA UETAPORAS UE YUUNAES EXTIOUTES
Gvdponca.

Avagopixd pe v woyuer| dieloduon twv AIIE 7 onola utoostneileton amd €va YeEVvor68weo
UNYOVIOUS ETLOOTOVUEVNS TOQUY WY NS KO TROTEQULOTNTAS OTOV EQOBLACUOS, O PONOS TN GUUSo-
g mopaywyic evépyetag @divel. Tapdha autd Aoy e TNg UETABANTOTNTUC TNE THEAYWY NS, TNS
CUUPOENOTG TOU DXTUOU XM Yol TV BLUXUUAVOEWY TG NAEXTEXAG Lo 00S TOU TPOPOBOTE-
ftw oTo clUoTNU, oL Aettoupyol Tng oyopdc avaryxdlovial Vo GUVUAAICGOVTOL OF TEAYHATIXO
YPOVO WGTE VoL SlopdhvoVToL oL avicoppoTies Tou cus TANTOS. Ot cuvallayéc autéc Basilovton
OTNV IXAVOTNTA TV VEQUONAEXTELXMY LOVADWY Vo Ttapdryouv evepyeta xatd amodtnon. Houpd tnv
OVALY VORLOT) OO TIC OlYORESC TOU OMUAVTIXOU POAOU TwV VEPUONAEXTEIXWDY HOVADWY Ol TEAEUTO-
fec avteTwnilouy Yo dviom UeTayelplon xal TEETEL Vo VIOVETACOUY GUYXEXQWEVT G TEAUTIYIXN

CUUTEQLPORE OOTE VAL BLUCPUAGOUY TNV AVTAY WVLC TIXOTNTA TOUG.
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Méoa oto napandve mAuicto 1 mapoloa gpyacion UEAETA TN GTEUTNYIXT] CUUTERLPOQEE Xl
™V avtidpaon pog etonplag Topaywyhe NAexTenc evépyelag pe deondlouca Vé€on oTny oyo-
ed. H etouplor ouppetéyel poali ue dAloug mopaywyols cuUBATIXAS Xal OLONXNC EVEQYELIG OF
YeNUATIoTARLO EVERYELNC OTOU O aVEEAPTNTOSC BLAYELOICTAC TOU CUOTAUATOSC 1) O BLOYEWRIOTAHS
N ayopdc (o€ TOAAES ywpeeg 1 ovtotnta ebvon 1) (Biar) exxardop(ler amd xowvol T Teo nueprota
(day-ahead) ayopd xau v aryopd e€iooppdnnone (balancing or real-time). H etoupior eZooxel
Vv V€om oylog g PEow oTRUTNYIXOY ouyxedtnong topaywyhc (physical withholding) xou
aUENONE TYLWV TEOGPORWY (financial withholding) »adde xon pe oTEATNYWES Tou oyeTilovTo
UE TN METUPORE EVEQYELIS (transmission-related strategies) UE OXOTO TNV UTOPUYT ATOAELNG
xépdouc. 'Etol ye Bdon tic utodéoeic Tou oixovouxol povtéhou tou Stackelberg xou Aopfdvo-
vTog UTody o etonplar suUPBaTXnC (ﬁsppmﬁg) TOEUYWYHC NAEXTEXNG EVERYELUG, AVUTTUGCOUUE
AEY XA EVOL OTOYACTIXO OLETUTEDO UOVTEAO GUUTANPOUATIXOTNTAS (stochastic bi-level compli-
mentarity model) to onofo avtamoxpivetar oTar xivntea ToL TEWTOTOEOL (eTonpior TapaywWYNC)
xou Tou oLpayol (aveldpTnTog SLayElplo THS CUOTAUNTOS) TOU GUUUETEYOUY 0TO Ty Vo Berti-
GTOTONOTG THV TEOGOOXUDY TOUG.

To dvw eninedo Tou LOVTEAOU UEYIOTOTIOLEL TO TPOGOOXMUEVA XEEDT) TNG ETOUELUG EVE TO XATwW
enimedo Tou HOVTENOUL AL TOTIOLEL TO XOGTOC TOU UG TAUATOS TEOGOLOPILOVTOS TIC ATOOEXTES
TOGOTNTES EYYUONG X0 ATOPEOPNONG EVEQYELNS XoMS ot TNV EVIUHES THES exxodplong TeV
ayopwv. H exxoddpion tomv ayopmy yiveton Yeow 600 oTadiwy 0ToYac TIX0) TEOYEUUUATIOUOU.
To mpohto oTddlo exxodapilel TV meo Mueprota aryopd xadoplCovtag TNV TEOYEUUUATIONEVN
moporywyn) Vepuxadv xou AIIE xodde xon v Tiur e ayopds 1 omolor howfdveton g duxh
ueToBANTY oyenlouevn pe Tov meploploud teoluyiou woyoc. To devtepo oTtddlo exxadapllet
™V ayopd e€looppdmnone hauBdvovtag utddyy TV afeBardTnTo TNS AOAXTC ToEUY WY NS HETEK
miovov oevaplwy TopaynYhe xo xoopllel EPESPEIES YLol TNV L0OPEOTIN TOU CUCTAUATOS Xou
TPOGOOXMUEVES TWES Exxaddplone TNe oryopds Tou xou auTEC AauBdvovTon ¢ OULXEC UETOPBAN-
Té€¢ Tou TEptoplopol tooluyiou oylog o mpoyuatied yeovo. Katémy, to dieninedo povtéro

emexTelveTal Yo Ui etanpla pe deomélovoa Véon oty ayopd mou dioyelpiletar Yepuind xou

Vil



oolxd EVERYELO YapTOQUAdXo. Kot ta 800 povtéha petaoynuotiCoviar ot padnuotinon
TEOYEUUUTIONO) UE TEptoptools tooppoTiog (mathematical programming with equilibrium
constraints, MPEC) povtéla avtxaho tdviac 10 x8te YEpog TV SLETUNESWY HOVTEA®DY UE ™
yerhon tov Karush-Kuhn-Tucker (KKT) cuvinxdv Bedtiotonoinone. Kotdmy Statundvouye
tic KKT ouvirixec ouumhnpwpatixéttac (complementarity constraints) e ) yerion dwoleu-
XTIV epLoplopdy (disjunctive constraints) avaoyedidloviac o MPEC povtéla o povtéha
ueTol axépotou ypopuixol tpoypaupatiopod (Mixed Integer Linear Programme, MILP) to
omola eivar Yo and eunopixole Atec 6w o CPLEX/GAMS xou emhbowa o€ noryxdoylo
Bértioto. OL puowéc poég Tng NAeEXTEAC EVERYELXG WovTeloTololvTan Pe T Borieta cuveyolg
EEVHATOC UTO YRUUUIXT| TROGEYYLON) UE OXOTO VoL CUUTERLAGBOUUE TOV avTIXTUTIO TWV ETOPJOE-
®V Tou BxTOoL oTg amo@doelg Tou Talyviou. H enthuor twv poviélny yag divel Tr duvatoTnT

Vo

® TPOGOLOPICOVUE TIC GTPUTNYIXES TIPOCPOPWY EVOC TUPAYWYOU NAEXTEIXNG EVEQYELIS TOU
ouupeTéyel pall ye dhhoug cLUPUTINO0E Xou AMOMXAG EVERYELIS TRy WYOUS OE €Val YpT-
HOTIO TAPLO EVEQYELOC.

® Mdfoude oploxég THWEC CUOTANNTOS Yo TNV TR0 NUERHOLAL ayopd oL THV oryopd €£lG0op-
EOTNONG GOy BUXES PETAUBANTES TwY TEptoplopny tooluyiou oyvoc.

o cletdooupe TN duvatdTnTa arbitrage petald TEo-NuEEroLag Xal NUERY|OLIC ayopdc UE Bdom
TOV TIO XEEBOPORO GLVBLUGHS (EUYOUS TEOGPORWY TOGOTNTIC Kol THNG.

e xadoploouye TNV ENBEUCT) TWV GTEATNYIXWOY TEOCPORGY Gt cUVITXES oSeBoudTnTog OpLo-
%OV TWOV TOVNG AL VO EXTYHCOUUE TIC OXOVOULXES ETUTTWOELS GTOUC GUUUETEYOVTEC.
® OVOAUCOUUE CUCTNUATIXG TIG CUUTEQLPOPIXEC TIPOCUPUOYES TOU CUYXEXPWEVOU TOEAY (-
YoU w¢ Teog TNV ofeBatdTNTo TS AOMXAC TUPAYWYNS, TWV OLUPORETIXMOY ETUTEDWY Ol-
LEdNONE TNG XAVOS XU W TEOG TOUC TEYVIXOUE TEQLOPLOUOUS UOVADWY TORaYwYHS XAl

CUC THUATOS UETAPOREC.

TN CUVEYELXL VLol VO UEAETHCOUPE TNV AAANAETOpUOT UETAE) TOPAYWY®Y UE GTRUTNYIXT

CUUTEQLPORY. YENOYLOTOLOUUE TO EXTETUUEVO BlETinESo HoVTEAD xan To petaoymnuatilouvue ot

viil



MPEC povtéro pe tn poppn xOptou-duxol oynuatiogol yia xde topoywyd. H xowr enihuon
ooy 1wv MPEC cuviotd €va povtého TeoYpouUaTIoNol 6oppeoTias YE TEPLOPIGHOUS LGOR-
comiuc (equilibrium programming with equilibrium constraints, EPEC). ¥tn cuvéyeto xou
£QoEUOLOVTAC OLUPOPETIXES OVTIXEWWEVIXES CUVOPTACELS YO VO TPOGOLOPIGOUNE TO €0POC TWV
vV L00PEOTILOY TNG AYORAS YRUUULXOTIOLOVUE TO UOVTEAD ot emahnicloupe TIC EYXUPES
Aooelg Tou e TN yperion hevddou clyxhiong wag enavdhndne. To yovtého emiler didgopa

ouo THuoTa e¢etdlovTag:

e Ti¢c Nash ooppotiec und évtovo, yahopd (cOuTEUEN) %ol HOVOTIWAMAXS OVTAYWVIGUO.

e Tov xadoplopd TWOY exxaddpiong Tng ayopds hauPBdvovtag utodyy Ty ofefoudTnTa TNG
UONXNC TRy WYTC.

o Ty enldpoon o) Tng awEavouevne Suadnang tng ctolixic evépyetog, B) Tne ueToBAnToTN T
e xadOS XoL Y) TS CULPOENOT TV YROUUMY UETOPORES EVEQYELNS GTO TPOGOOXWDUEVL

#EEON TV TORUYWYOV.
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Chapter 1

Introduction

1.1 Motivation and objectives

Nowadays, climate change is beyond any doubt one of the biggest environmental prob-
lems. Confronting the detrimental results of human activities on the climate, policy makers
are prompted to adopt thoroughgoing measures concerning environmental sustainability.
Electric generation systems are playing a significant role in encountering environmental ob-
jectives as they account for the bulk of the greenhouse emissions. Under this canopy, the
EU has aligned its energy policies so that by 2050 the energy related to carbon emissions
will have been reduced by 80% compared to 1990. These policies are highly supported by
measures allowing for a strong penetration of high renewable energy sources (RES) reaching
a level of 75% in gross final energy consumption (European Commission’s communication
for Energy, 2011).

Traditional energy market rules operated on the basis of facilitating carbon-intensive
controllable capacity. Additionally, power system operations followed demand variations.
However, as a result of the inherent uncontrollable fluctuations of the RES generation the
operational frame is changing (Eurelectric, 2011). The aforementioned nature of RES, to-
gether with the lack of storage technology, increases the need for more responsive and ex-

pensive reserves to secure the network reliability, thus causing the conventional (thermal)



Chapter 1 Introduction

electric power generators to operate intermittently to deal with the frequent imbalances.
This affects their efficiency and operational cost in a negative way. Furthermore, the de-
creased hourly operations and the resulting production volumes combined with the depressed
electricity prices raise the question not only of the viability of the existing units but also of
the feasibility of future investments. In addition, the appropriate mix of flexible capacity
to accommodate the soaring amounts of variable supplies is prevented by anomalies in the
energy market. The latter concern non-dispatchable generators being guaranteed priority
feed-in (merit-order) while receiving profitable subsidies for producing electricity and other
non-subsidized generators being price takers for fix cost recovery (Baker et al., 2010).

In general, the demanded flexibility has a long-term impact on the whole spectrum of
the electric system from the day-ahead (DA) and real-time (RT) market operation to the
future capacity (MIT, 2011). The obligation to offset the emerged intermittency has created
the need for a new design which must resolve the integration challenges as well as the need
for a new agenda in order to balance the policy trilemma of an efficient competitive energy
market with a secure transmission system under an effecting low-carbon electricity supply.

Concerning the strong penetration of RES supported by a generous mechanism of subsi-
dized production and priority dispatch, the role of conventional energy production is dimin-
ishing. Nevertheless, due to the variability of the generation, the congestions of the network,
and the fluctuations of the electric power fed in the system the market operators are enforced
to trade in RT to correct the imbalances which depend on the ability of thermal plants to
supply energy under demand. Despite the market acknowledgement of the important role
of the thermal plants as capacity providers, the latter are faced with unequal treatment and
have to adopt specific strategic behaviour to ensure competitiveness.

Within the above context and considering the conventional energy production, we study
the strategic behaviour and reaction of an incumbent conventional power producer and ex-
amine its incentives to exert market power and ensure its dominant position in order to

avoid energy profit losses. For the sake of this thesis, RES refer to wind power producers.
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Thus, based on the assumptions of the sequential Stackelberg single-leader single-follower
game (Stackelberg, 1934), we initially develop a stochastic bi-level complementarity model.
The upper-level problem maximizes conventional producer’s (leader) expected profits, and
the lower-level problem facilitates the economic dispatch conducted by independent system
operator (ISO) (follower) considering wind production uncertainty. Assuming the continuity
and differentiability of the lower-level problem, the latter is substituted by its first order
Karush-Kuhn-Tucker (KKT) reforming the bi-level model into a single-level mathematical
programming with equilibrium constraints (MPEC). Then we formulate the KKT comple-
mentarity conditions as disjunctive constraints (Fortuny-Amat and McCarl 1981) recasting
the MPEC into a mixed integer linear programming (MILP), which is tractable by commer-
cial solvers and can be solved to global optimality (Floudas, 1995). In order to include the
impact of network effects on the game decisions, the energy physical flows will be modeled
by means of direct current (DC) linear approximation (Kirschen and Strbac, 2004; Zavala
et al., 2017).

The primary objective of this thesis is to:

e Encourage research on the market implications of strategic behaviour in low-carbon
electricity systems.

e Examine the implications of market power in coordinated auctions for energy and
reserves (Birge and Louveaux, 2011).

e Investigate dynamics of arbitrage between the DA and RT stage based on the most
profitable combination of quantity and price offers.

e Determine the impact of strategic offering under uncertainty on locational marginal

prices and assess the economic consequences on industry-wide participants (Pritchard

et al., 2010).

Moreover, considering the paradox faced by RES as their continuous growing penetration

in generation industry suppresses further the market prices, the same questions also arise for
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the WPPs. Therefore, concerning the incentives of a WPP to mitigate its expected profit
losses, we extend the previous model for an incumbent producer who possesses a thermal
and wind generation portfolio. Using a similar process, the new bi-level model is reformed
first into an MPEC and then into an equivalent MILP. In addition, the objective of the new

model is to:

e Investigate the effect of WWPs’ strategic behaviour on network constrained market
prices.

e Identify further arbitrage opportunities given that now the producer exercising market
power by means of capacity withholding can change the mixture of both thermal and

wind productions to its benefit.

Finally, this research analyzes the market under the assumption that more than one
producer exercises market power. To do so, the bi-level model of each producer is recast
into an MPEC with primal-dual formulation. The joint solution of all MPECs constitutes
a multi-leader single-follower equilibrium programming with equilibrium constraints model

(EPEC). The objective of this work is to:

e Study the interaction between producers with conventional and wind generation port-
folios in a two-settlement electricity market.

e Derive meaningful market equilibria in an ex-post analysis using a single-iteration
diagonalization method.

e Define the range of market equilibria by applying different objective functions consid-
ering competitive, less competitive, and monopoly markets.

e Investigate the impact of wind power increment and wind power volatility on market

equilibria.

This thesis also proposes a new approach to linearize the nonlinear objective functions
of MPEC models avoiding the use of any binary expansion method, thereby, reducing the

computational burden and rendering solvable more sophisticated networks.
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1.2 Thesis overview
This thesis is organized as follows:

Chapter 1 introduces motivation, objectives and solution approaches to cope with
the problems raised in this thesis. It also provides an overview of power system and
electricity markets. It analyzes the concepts of merit-order effect and market power,
and it offers a literature review of the state-of-the-art research in energy market equi-
libria considering the strategic offering problem. Finally, it provides the mathematical
background of bi-level models deriving the optimality conditions of the MPEC and
EPEC models proposed in this thesis.

Chapter 2 describes a network constrained electricity pool which co-optimizes the DA
and RT markets. It provides the mathematical model of the market clearing process
considering wind production uncertainty through a two-stage stochastic programming,
the main assumptions, and the pricing scheme. At the beginning, the Chapter also
includes a section with the nomenclature associated to the market clearing algorithm
as well as the MPEC and EPEC models proposed in Chapters 3, 4, and 5.

Chapter 3 addresses the strategic offering problem of a conventional producer in
a pool market with large scale wind power production. Based on the single-leader
single-follower Stackelberg game, a stochastic bi-level model is introduced to derive
optimal offers (price/quantity) for this producer (leader). The upper level maximizes
the expected profit of the strategic producer, and the lower level clears the market
under economic dispatch conducted by the ISO (follower). The bi-level model is recast
into an MPEC and then into an MILP with the use of the KKT conditions, the strong
duality theory, and disjunctive constraints. Two different networks (6-bus and RTS
systems) are used to show the applicability of the proposed model.

Chapter 4 provides an extension of the previous model. In this case, the generation

portfolio of the strategic producer also includes wind power. Following a similar process
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the bi-level model is initially reformed into an MPEC and then it is reduced into an
equivalent MILP. The proposed algorithm is applied to the same networks analyzing
further arbitrage opportunities for the strategic producer.

Chapter 5 examines market equilibria when more than one producer act strategically.
Based on the multi-leader single follower game, an MPEC with primal-dual formation
is introduced to model the strategic behavior of each producer. The joint solution
of all producers’ MPECs forms an EPEC model. The EPEC is recast into an MILP
considering different degrees of competition. The applicability of the proposed model
is illustrated by two case studies with 2-bus and 6-bus systems.

Chapter 6 provides a synopsis including the relevant conclusions drawn from the
research throughout this thesis, the main contributions of the research, and consider-
ations for future work.

Appendix A offers the linearization processes of the objective functions of the MPEC
and EPEC models. It also presents the substitution of the EPEC’s KKT complemen-
tarity constraints with the equivalent linear disjunctive constraints.

Appendix B depicts the correlation between demand energy blocks and bidding prices
for a 24-hour period (Chapters 3 and 4).

Appendix C provides data for the one-area (24-bus) RTS system of IEEE and the
conventional power generating units, as well as for the location and distribution of the

demand.

1.3 Electricity power system

The previous two decades have seen a gradual reformation of the electricity sector in
various countries. There has been market liberalization of the electricity markets because
of the privatization of the big state-owned companies, or more frequently, due to the de-

regulation of privately owned controlled utilities by developing organizations that encourage
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rules to ensure that these electricity markets function appropriately. In many cases organi-
zations have been developed, for example Regulatory Commissions, and these may or may
not have anti-trust jurisdiction. However, there is extended jurisdiction of organizations that
are nearly always extant such as the the Federal Energy Regulatory Commission (FERC,
2020). The restructuring process is being carried out by several countries, who take signif-
icant lessons from other countries that have already carried out liberalization of their own
markets (Joskow, 2008). Consequently, new and normally sophisticated economic theories
are used to develop complex regulatory models.

The commodity of electricity typically involves four key activities, which are generation,
transmission, distribution and commercialization (Bhattacharya, 2001; Zhang, 2010; Sheblé,
2012; TIlic, 2013). In traditional power systems, these activities are typically controlled
by a single vertically integrated company that is generally state-owned. This means that
a centralized body makes decisions that decreases overall operating expenses, adheres to
the technical limitations and makes certain that there is adequate reliability. This is how
mathematical programming approaches and instruments have been instrumental in carrying
out these rules.

The deregulation process of the electricity market is being carried out since the early
part of the 1980s, where there is an evident inclination towards dissolution and separation
of the various activities to encourage competition. This development has been based on the

search for (Bhattacharya, 2001) :

Low electricity prices based on real generation cost rather than tariff set.

Efficient capacity expansion.

Operation and planning cost minimization.

High quality services based on reliable power systems.

Increasing competition by allowing new entries in the market.

Supporting transparency in all market transactions.
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A decentralized approach should be used when considering the planning and functioning
of power systems in this new setting for energy trading. For instance, each power generating
firm determines the amount of energy to be generated on its own and how to maintain its
production units. There is a lack of centralization of the investment on capacity extension;
therefore, firm takes the decisions in accordance with its aim of maximizing profits from
the investments since it usually does not have specified duties pertinent to suitability of
the system. Therefore, the decisions being taken in the planning and operation of power
systems are driven by economic objectives. The fundamental theories on microeconomic
evaluation need to be considered to comprehend the behaviour exhibited by the participants.
In this field, a vital part has been played by the game theory market equilibrium models in

influencing the market for power systems.

1.3.1 Power system participants

There are different agents that take part in the electricity market, including consumers,

producers, market operator, retailers and the system operator. A brief description follows:

e Producers: The role of producers is to generate electricity to cover the demand and
also to look after the investment, functionality and maintenance of their generation
capacities.

e Consumers: Consumers refer to those who buy energy, typically from the retailers.
Large-scale consumers are permitted by a few regulatory frameworks to directly pur-
chase energy from the market or the producers.

e Retailers: The trading of energy between producers and consumers is carried out by
the retailers. They do not have ownership of generating units; hence, they buy energy
from the electricity market and then sell it to consumers.

e Market Operator: It is the responsibility of the market operator to perform economic

regulation of the power system as part of the supply generation offers and the demand
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offers obtained. It ensures that the market laws are implemented and that the mar-
ket clearing process depends on increasing social welfare and decreasing generation
expenses.

e Independent System Operator: It looks after the technical management of the system.
The key aim of the independent system operator (ISO) is to ensure that a dependable
RT energy supply is provided. This can be attained when the ISO synchronizes the
generation, consumption and transmission of electricity. In many power systems, like
PJM and ISO-New England, ISO embodies market operator, therefore, it is the re-
sponsibility of the ISO to perform the economic as well as the technical management

of the market.

There are a few more significant parties involved in the power system; however, they do

not have a direct involvement in the wholesale energy market. These include:

e Transmission companies: these companies carry out the development, maintenance
and operation of the transmission lines under their ownership. In most power systems
A single transmission company has ownership of majority of the transmission grid.

e Distribution companies: Most of the energy is obtained by the distribution companies
from the transmission grid and then is provided to consumers situated in distinct
geographical areas.

o Market regulator: This is an independent body that supervises the electricity market
and makes sure that the market is operating properly, i.e. it ensures that the market

is efficient, transparent and competitive.

1.3.2 Electricity markets

The market systems that are used most commonly across the world for energy trading
are presented below. They typically back distinct time trading floors that are appropriate

for maintaining the balance between demand and supply.
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e Forward market: In this market, energy trading involves delivery being made in the
future, which may in a week, a month or even one year in advance. Transactions in
this market may be carried out with a physical supply of energy, a financial agreement
or just by price differentials against the DA market.

e Bilateral contracts: Purchase contracts (known as physical bilateral contracts) can be
established between agents instead of establishing contracts in organized markets. The
ISO should be informed about the energy related to this kind of contracts so that it
considers they while distributing electricity.

e Day-ahead market: This market is of a short-term nature, in which energy trading is
carried out for each of the 24 hours of the following day on an hourly or a 30-minute
basis. The ideal reference price of electricity is the price of this market, and it is used to
perform settlement of the futures market and other aspects pertaining to the sector’s
regulation. One day before energy is delivered, the production of energy is determined
in this market with economic criteria based on the viability of the established energy
program to cover the demand.

e Ancillary services: It is imperative for power systems to ensure that the production
levels of the generating units are according to the demand at any given point in time.
This can be accomplished by means of ancillary services that are classified into primary,
secondary and tertiary control, in addition to imbalance management. It needs to be
considered that with the exception of primary control, the others are offered at market
rates by means of auctions, where just the producers that are capable of meeting the

load variation are permitted.

1.3.3 Energy transmission

The electricity system can become more reliable with the transmission of electricity, while

encouraging the use of technologies to produce electricity at lower costs.

10
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In majority of the power systems, electricity distribution is a natural monopoly that is
usually regulated by a monopolist in every political jurisdiction (though this is not always
true, such as in the United States). This means that the network functions as a single unit.
This aspect is particularly significant in the prevailing context of majority of the electricity
markets which have seen the unbundling of production activities and sale of electricity. Here,
the meeting point for buying and selling of energy is the transmission of electrical energy,
which is very critical to make sure that these power systems are in a good condition. In
addition, since it is an essential facility, it is vital to control access. The characteristics of
the transmission network can be categorized into four points when viewed from an economic

perspective:

i) There are very little operational expenses of the network (nearly 3% every year) in
comparison to investment expenses.
ii) Transmission cost shows economy of scale.
iii) The comparative economy of the transmission network varies according to the geo-
graphic expansion of the country and the distribution of generation and consumption.
iv) The operation of the power system should be carried out as a whole also engaging the

transmission network.

1.4 Market price and merit-order effect

In electricity exchanges, which have the form of an auction, the market clearing price is
defined at the point where demand and supply curves intersect. Thus, considering demand,
it is the lowest accepted bid to buy energy, and considering power generating units supply, it
is the most expensive marginal cost accepted in the auction which actually define the price
in the market for all generating units involved.

The term merit-order defines the sequence in which generating units are scheduled to

produce power by seeking the economic optimization of energy supply. Separating the fix

11
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cost associated to power generating technology, the merit-order prioritizes power units, which
continuously produce electricity at the lowest marginal cost, and subsequently adds units in
an ascending marginal cost order. This price clearing mechanism is called uniform pricing
since all the units are compensated at the same price for their feed-in production, in contrast
to the pay-as-bid mechanism where the units are paid at different prices in a continuous

trading.

demand
supply curve

P, [

2 -

—  |conventional

Energy

Figure 1.1: Merit-order effect

However, the uninterrupted increasing share of RES in energy markets has influenced the
electricity market prices, since the feed-in of production with low or even zero cost causes a
rightward shift of the supply curve. As shown in Figure 1.1 the shift removes the intersection
point between supply and demand curve at lower level, reducing the market clearing price
(P. — P¥) and cutting out higher cost conventional generation. This phenomenon is called

c

merit-order effect (Sensfufs et al., 2008).

1.5 Market power in electricity markets

The prime target of electricity market liberalization is to give incentives for power pro-

ducers to minimize their cost, to encourage innovation, and to keep the market prices down

12
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through competition, thereby, providing final consumers with high quality services and low-
price electricity. However, the hypothesis that liberalization will naturally derive competitive
conditions and results is not always guaranteed. The price orientation, the specific features
of the industry, and the physical characteristics of the electric energy make the market vul-
nerable to market power exertion. First, as the large-scale energy storage is not available,
and RT production is needed to cover demand, a shortage of supply can be caused due
to technical limitations faced by generating units to provide short-run reserve deployments
(Borenstein, 2000). Second, the physical laws, which govern the power flow, render the
scheduled operation complicated and set any network stability failure financially problem-
atic (Green, 2008). Third, the frequently concentrated structure of power generating firms,
the inelastic to price demand, and the scarce nature of electricity as product which stems
from the objective limitation of supply give the incentives to incumbent firms to raise their
profits by suppressing competition and increasing market prices.

In the literature of economic theory, the term market power is defined as "the ability to
profitably alter prices from competitive levels" (Stoft, 2002; Twomey et al. 2006; Krugman
and Wells; 2009; Mankiw, 2016). A similar definition is also given by the United States
Department of Justice according to which market power is "the ability of a supplier to
profitably raise prices above competitive levels and maintain those prices for a significant
time period". Each word of these definitions is important and wisely chosen. The word
"ability" makes it possible for the regulator to distinguish the difference between "exercising"
and "having" market power as the latter is not automatically unlawful. However, Stoft
(2002) claims that the only rational reaction of a firm having market power is to exercise
it. This distinction has meaning when we examine the market power under an ex-post
(exercising) or ex-ante (having) analysis. The word "profitably" defines that market power
exertion should be profitable; therefore, an action of production curtailment or unit shut-
down can be characterized as market power exertion only under profitability requirements.

The expression "maintain prices above" excludes the case where an incumbent firm set the

13



Chapter 1 Introduction

prices lower than competitive prices to prevent new entrances in the market (predatory
pricing). Even if McGee (1980) and Easterbrook (1981) show that a predator’s threat is not
credible considering long time period as the incurred losses are higher compared to those
of coexisting with a rival, a successful predatory pricing policy would set the prices higher
in the post-predation period to offset the incurred losses in predatory period. In addition,
Hansen and Percebois (2012) identify that a dominant firm has certain incentives to make
room for new entrants taking benefits from short-term increased prices and attracting less
attention from regulatory authorities. This is why the definition of market power indirectly
refers to market prices increase. Finally, the phrase "above competitive levels" is the most
important for the definition of market power even if it can be controversial as there are cases
which could result in higher market prices. This can happen, for example, when demand
exceeds supply and the will for consumption is offered higher than that of supply or in a
case where high demand permits costlier units to operate covering their fixed costs. In these
cases, market power is not exercised as the market balance is based on system marginal cost
even if the prices are high. This is why, a firm is said to exercise market power when it only

increases market price above system marginal cost.

1.6 Capacity withholding strategies

Considering electricity markets , the literature recognizes two types of market power:
vertical and horizontal. Vertical market power refers to firms which are involved in more
than one activity in downstream line e.g. generation and transmission. In this case the firm,
using its dominant position in one activity, takes the comparative advantage and increases
its overall revenues. Horizontal market power refers to firms which exercise market power at
one stage of the production process and influence outcomes and prices at another stage. In
our case, as we only study generation and energy-only markets, we concentrate on horizontal
market power. The instruments used by a power producer to exercise market power concern

mainly capacity withholdings. The term withholding is used to describe strategies and has
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two components physical or quantity withholding and financial or economic withholding.
The former considers the case where the producer exercises market power by withholding

production. As shown in Figure 1.2, production curtailment (in red) shifts the competitive

demand
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Figure 1.2: Physical withholding strategy
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Figure 1.3: Financial withholding strategy

supply curve to the left setting the market price at higher level. In case of financial with-
holding, the strategic producer leads to the same result using increased offers. As presented

in Figure 1.3 the marginal energy block (in red), which defines the market price, is bid
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higher shifting the competitive supply curve upwards. Analyzing the markets, we can see
the capacity withholding results, but it is difficult to distinguish which strategy the producer
follows. Finally, in a network-constrained market, a third instrument for a producer with a
well-diversified generation portfolio is to exercise market power through the manipulation of
the production mixture. Thus, based on line transmission related limits the producer can
create monopoly pockets raising the LMPs and increasing its profits.

There are two main social consequences of market power exertion. First, the transfer of
wealth from consumers to producers which equals to price distortion (P* — P) multiplied by
the total energy production. Second, the increased profits do not concern only the producer
who exercises market power but all the producers as everyone is paid at the same price. In
fact, in many cases market power exertion is less profitable for the one exerting it considering

the exercise cost.

1.7 Literature review

This Chapter provides literature review under the canopy of energy economics with a
particular consideration on strategic behavior of market participants. Game theory offers
the appropriate mathematical framework to model the interaction between economically

involved entities each of which anticipates the maximization of its own pay-off.

1.7.1 Oligopoly competition and market equilibria

The mathematical model for determining the equilibrium in an n-person game was pre-
sented by John F. Nash in 1950, which was known as the Nash equilibrium (Nash, 1950).
Several publications have been put forward for forming new theories of equilibrium, new
algorithms to solve them and new applications in nearly all knowledge domains. A new field
of knowledge has been established by the Game Theory. The strategic behaviour of the

individual players is expressed by the Game theory, in which the decision of each players is
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based on the decision made by other players (Fudenberg and Tirole, 1991). The new ques-
tions that have emerged following the deregulation process in power systems are answered
by applying the game theory. A required goal for both the participants and regulators of the
market is looking for potential market equilibrium. It is required by participants because
it demonstrates the strategies of the competitors to the participants, while it is required by
market regulators as it allows market power supervision and corrective measures. Knowledge
about equilibrium serves as a significant tool that power producers can use to execute their
strategies. Since power systems are of an oligopolistic nature, perfect competition is not
exhibited and equilibrium models are needed to evaluate the market outcomes and the be-
haviour of participants. Oligopolistic competition suggests that the outcomes of the market
can be influenced by the market participants. When decisions are made at the same time

by participants (one-shot game), it is possible to classify the market equilibrium as follows:

e Cournot equilibrium. This is one of the main methods used by researchers to
analyze the market and the behaviour of the participants (Cabral, 2006). In this form
of equilibrium, the output quantities are simultaneously selected by the participants
and the market price is defined at the point that total produced quantity equals to
demand. Two Cournot models are developed by Hobbs (2001) as mixed complementary
problems, consisting of a DC network representation. The first one is put forward for
bilateral agreements, while the other one pertains to a pool-based market. Another
model identical to previous one is put forward by Contreras at al. (2004). However,
the equilibrium is sought using a relaxation algorithm on the basis of the Nikaido-Isoda
function, rather than the KKT conditions employed by Hobbs.

e Bertrand equilibrium. This equilibrium is based on the interdependency of price
decisions between competitors where prices are used as strategic variables, rather than
quantities. In the absence of any capacity or transmission limitations and the presence
of a unique good, the model leads to perfect competition (David and Wen, 2001). This

model cannot be extensively applied to electricity markets and does not have many
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uses. For instance, a linear model was formulated by Hobbs (1986) for identifying
the equilibrium of the electricity market on the basis of price competition. In another
study conducted by Lee and Baldick (2003), the findings of the Bertrand equilibrium
are contrasted with other equilibria. Here, the Nash equilibrium is developed for a
three-player game in mixed strategies for Cournot and Bertrand games.

e Supply function equilibrium (SFE). In this equilibrium model the participants
put forward their offers in price as well as in quantity. Every participant needs to
determine their entire supply curve for various prices and quantities. The proposed
model derives particularly good results; however, it is difficult to employ in extensive
power systems. The results of SFE are identical to the Cournot equilibrium when the
system is at peak demand where production nearly achieves the maximum generation
capacity of the system and close to the Bertrand equilibrium at off-peak demands and
when the generation capacity is considerably larger than the demand (Smeers, 1997).
There has been extensive use of linear (Weber and Overbye, 1999; Baldick et al., 2004;
Liu et al., 2004), piece-wise (Baldick and Hogan, 2001) and step-wise supply function
(Barroso et al., 2006a; Pozo and Contreras, 2011) models for determining equilibria in

electricity markets.

It should be noted that the participants increase their profits individually by making the
assumption that the competitors do not modify their outputs in response to the rivals’ deci-
sions. If this is not the case, then every participant makes speculations about the reactions
of the other competitors by using their views or anticipations regarding the response of their
rivals to modification in their output. The equilibrium approaches given above are often
combined with the term conjectural variation (CV) equilibrium (Garcia et al., 2002). In
work of Song et al. (2003), CV in Cournot decisions is used for the optimal offering problem
of power producers in the DA market. Conjectured SFE is used by Day et al. (2002), where
supply functions are selected by the producers to determine the way competitors will modify

their sales following price variations. When decisions are made by the participants at various
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stages (sequential game), the market equilibrium may be categorized as follows:

e Stackelberg equilibrium. The prime Stackelberg equilibrium refers to a single-
leader single-follower game, in which a participant, referred to as the leader, makes
the decision before other market participants, who are referred to as the followers.
The leader is able to maximize their profits, anticipating the response of follower, who
act optimally to the decision of leader. Thus, in this hierarchical game, the leader’s
decisions are influenced by those of the follower, and vice versa. Therefore, the leader
benefits from being the first one to take a decision. Considering power systems, the
Stackelberg game is employed to model: the strategic offering problem, the generation
capacity investment problem, and the assessment of the vulnerability of power systems
following calculated attacks (Arroyo, 2010).

e Multi-leader multi-follower game. In this game of multiple players there is an
hierarchy between two groups of players. One group acts as leader deciding first and
the other group acts as follower responding to leaders’ decision similarly to Stackelberg
model. However, each player at the same hierarchical group maximizes their payoff
in a non-cooperative game considering the optimal strategies of the rest players of
the group. These games are known as Stackelberg-Nash games (De Wolf and Smeers,
1997; Xu, 2005) since they involve a Nash equilibrium problem within each group and

a Stackelberg equilibrium problem between the hierarchical groups.

In general, Stackelberg equilibrium and Nash-Stackelberg equilibrium problems can be
modeled as bi-level optimization problems. When there is a single leader the problem can be
stated as a mathematical programming with equilibrium constraints optimization problem
(Dempe, 2003; Facchinei and Pang, 2007). In case there are multiple leaders the problem
can be stated as an equilibrium problem with equilibrium constraints optimization problem

(Ralph and Smeers, 2006; Hu and Ralph, 2007; Zhang, 2010).
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1.7.2 MPEC modeling in energy markets

Mathematical problems with equilibrium constraints (MPEC) are hierarchically related
optimization problems essential to the formulation of today’s energy markets as they can
treat both prime (generation) and dual (price) variables and incorporate diverse technical
and economic market characteristics such as transmission capacity limits or power market
exertion (Gabriel et al. 2012). Particularities in electricity markets such as transmission
constraints, generation capacity, and demand allocation as well as transmission pricing and
bilateral contracts may lead to imperfect competition allowing production firms to exert
their dominant position to influence the market prices above their marginal cost. Hobbs
et al. (2000) developed an MPEC to examine the behaviour of several incumbent energy
producers in an oligopolistic market on a general linearized DC network where power flows,
and participant’s offers are constrained by the system operator (SO). The model calculates
market price equilibria using the supply function conjectural variation regarding the offering
strategies for each producer. Consequently, a two-level optimization problem is formed
in which the upper-level problem derives the strategic behaviour of the leader producer
calculating the optimal supply curve, and the lower level simulates the algorithm performed
by the SO to optimize the energy dispatch and clear the market price. Despite the fact that
no algorithm can guarantee optimal solutions to a problem which is inherently non-convex,
the advanced interior point algorithm used to solve the problem ensures efficient results.

Day et al. (2002) introduced conjectured supply function (CSF) models. In these
models based on Stackelberg hypothesis, a generation firm participates in a competition
through an affine supply function anticipating its rivals’ adjusted sales in response to market
price changes. Subsequently, a mixed complementarity problem to derive Nash equilibria is
adopted using first order Karush-Kuhn-Tucker (KKT) optimality conditions under the as-
sumption of convexity. The CSF approach is more flexible than the Cournot, and it can be
applied successfully to large networks while SFE cannot. The CSF can also be extended to

ancillary service markets where the demand is characterized by zero elasticity. The proposed
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model by Bautista et al. (2006) is an extension of the work done by Day et al. (2002),
and it concerns a joint energy and reserve market. Additionally, with the CSF competition
the model introduces the conjectured reserve price responses to find equilibrium within a
spectrum of strategies allowing the identification of the parameters of the opportunity cost
between generation and reserves as well as the identification of the manipulation effect on
the reserve prices. The complementarity model is applied in a multi-period market for a
six-node system using a linearized DC approximation, but it does not consider commitment
decisions such as start-up and shut-down to avoid non-convexities.

Haghighat et al. (2007) are ambivalent about the CSF method considering the diffi-
culties in construction of CSF due to the lack of marginal cost data. Therefore, to model
the strategic behaviour of power producers which participate in a joint energy end reserve
oligopolistic market, they introduced a parameterized SFE model. In their research, the
developed method employs a two-degree of freedom parameterization which involves the
manipulation of both the slope and the intercept of the supply functions as shown in Baldick
(2002). The engaged bi-level optimization problem results in Nash equilibrium strategies
under the pay-as-bid pricing and marginal pricing mechanisms.

Pereira et al. (2005) proposed a binary expansion (BE) approach to solve the strategic
offering problem in short-term electricity markets. The BE scheme eliminates the nonlin-
earities approximating the continuous decision variables by a set of discrete values, and the
nonlinear problem is recast into a mixed integer linear programming (MILP) problem solvable
by commercial solvers. Additionally, the BE approach can be applied to joint price/quantity
offers, network constraints, financial instruments, uncertainties under a diversity of price and
quantity scenarios, and unit commitment.

Based on the BE approach mentioned above Bakirtzis et al. (2007) suggested a bi-level
optimization problem to attain the optimal offering strategies of electricity producers in
a spot market with a stepwise offers format. The MPEC is transformed into an MILP.

Furthermore, the results of a ten-unit system produced by MILP are compared with those
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derived by nonlinear programming (NLP) solvers. The comparison shows the supremacy of
the MILP even if it is a time-consuming formation as the NLP fails to deliver the optimal
global solution in several cases. However, the model is restricted to energy-only markets and
small networks avoiding multi-period decisions and network constraints.

Ruiz and Conejo (2009) proposed a 24-hourly transmission constrained MPEC to derive
the optimal offering strategies of a power producer with a dominant position in a pool-based
electricity market. The uncertainty of the generating offers and of the demand side bids is
considered, and the local marginal prices (LMPs) are generated endogenously. The MPEC
is reformed to an MILP obliterating the nonlinearities using the KK'T optimality conditions
and the strong duality theory. The mathematical formulation is applied in networks of
diverse intricacy, and the network congestions are used as one more strategic mechanism for
further growth of the strategic producer’s profit.

Barroso et al. (2006a) formulated a Nash Equilibria (NE) in strategic offering algorithm
for short-term electricity markets using a BE approach. In contrast, Gabriel and Leuthold
(2010) transformed the strategic player MPEC to an MILP including network transmission
constraints. They replaced the KK'T optimality conditions with disjunctive constraints and
linearized the bilinear terms price-generation with the use of a discrete set of valid generation
levels in connection with indicator binary variables that equal to one, when the generation
level is true, and to zero in all other cases. The method is applied in both a three-node
network and a fifteen-node system representative of the Western European grid under several
scenarios. The results show that even if the computational time increases with the increase
of the number of the discrete variables as the available production of the strategic producer
expands, the prospects of using the suggested mathematical approach for large-scale models

is promising.
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1.7.3 Modeling wind power integration

Considering the significant penetration of wind power production in energy systems,
Hatziargyriou and Zervos (2001) indicated the need for assessing the effect of market liber-
alization process on distributed energy resources. Under the full scope of unit commitment
schedule in operational planning, Bouffard et al. (2005) proposed a stochastic security con-
strained, multi-period electricity market clearing algorithm with unit commitment taking
into account inter-temporal decisions, network capacity limits, involuntary load shedding,
and likely contingencies. Pinson et al. (2007) propose a generic methodology to derive
optimal strategies for a wind energy producer in pool markets. The model takes into consid-
eration a probabilistic forecast production assuming that the wind power producer does not
exercise any production control strategy. To facilitate the wind energy production Morales
et al. (2009) extended the two-stage stochastic program proposed by Bouffard et al. to
derive the required reserve levels considering both the wind spillage and load shedding costs.
Dent et al. (2011) propose a model to optimize strategies for an averse volume risk wind
power producer in forward markets. The model is based on the RT wind power capacity
availability and the expected RT prices which correlate with forward prices and wind power
units out-turns. Papavasiliou et al. (2011) presented a two-stage stochastic unit commitment
model quantifying reserve requirement and operational cost under uncertain production in a
non-sequential market clearing and system operation approach. On the contrary, Morales et
al. (2012) provided a marginal pricing scheme of both DA and balancing market through a
two-stage stochastic programming model where scheduled generation and reserve deployment
are represented sequentially.

In previous work, wind power producers (WPs) are considered as price takers. Baringo
and Conejo (2013) introduced a stochastic MPEC formulation to derive the optimal bidding
strategy of a WP who exerts its dominant position participating as price maker in the DA
market and as price taker in the balancing market. On the other hand, Zugno et al. (2013)

developed an MPEC approach to optimize the expected revenues of a WP who participates
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as price taker in the DA market and as price maker in the RT market.

1.7.4 EPEC modeling in energy markets

EPEC models are extension to MPEC models wher more than one player act as leader
in the upper-level problem. In previous years, several works examined market equilibria
under uncertainty. Klemperer and Meyer (1989) study oligopoly competition with demand
uncertainty where each firm selects its own supply function relating optimal quantities to
best offers. De Wolf and Smeers (1997) propose a two-stage single-leader Stackelberg-Nash-
Cournot model. In the first stage the leader chooses its production taking into consideration
the follower’s reaction, and in the second stage the follower reacts according to Cournot
assumption. Pang and Fukushima (2005) present a multi-leader follower game formulated as
a quasi-variational inequality model solved by an iterative penalty method. Hu and Ralph
(2007) develop a bi-level non-cooperative recast into an EPEC for restructured short-term
electricity markets with nodal marginal prices. The model introduces Nash stationary points
based on the stationary theory of MPECs to establish sufficient conditions for pure strategy
Nash equilibria. Sauma end Oren (2007) propose a three period model. In third period an
energy market is modeled for transmission and generation. In second period the competitors
optimize the expected value of new investments in generation capacity. In first period a
network planner is called to decide which transmission line to build or upgrade anticipating
the reaction of the lower problems the joint solution of which constitutes an EPEC model.
Daxhelet and Smeers (2007) illustrate an EPEC model where power generators from dif-
ferent countries act as leaders (Stackelberg leaders) seeking to maximize their countries net
profits. The regulator of each country is represented by equilibrium constraints in response
to electricity market operation (the market acts as Stackelberg follower). In the meantime,
each regulator assumes that the others do not alter their decision (Nash equilibrium between
regulators)

Anderson and Hu (2008) extend the model of Klemperer and Meyer using an asymmetric
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supply function with capacity constraints. They show that not only do equilibrium solutions
appear in order, but that in many cases there is only one solution. Yao et al. (2008)
propose a two-period Nash-Cournot equilibrium model in two-settlement (forward and spot)
electricity markets considering flow constraints and demand uncertainty and market power.
In this case the Nash equilibrium is formulated as an EPEC in which each firm solves its
own MPEC. The EPEC equilibrium solution is based on a reiterative application of all firms’
MPECs. DeMiguel and Hu (2009) extend the previous model to a multi-leader Stackelberg
model where then the finding of equilibrium is based on the sample average approximation
method. Leyffer and Munson (2010) propose a multi-leader common-follower game where
they examine a synthesis of non-linear optimizations and complementarity formulation of
EPECs.

Ruiz et al (2012) based on an hierarchical structure propose an EPEC using a primal-dual
formulation of the MPEC’s strong stationary conditions. However, the stationary points of
the EPEC solution could be equilibrium points, saddle points, or local optimizers; therefore,
an ex-post analysis is needed for the selection of meaningful equilibria. Regarding wind
power penetration in energy markets, the literature until recently considers wind power
producers as price takers. Furthermore, in oligopoly conditions Kazempour and Zareipour
(2014) develop an EPEC model to examine the impact of high wind power penetration on
DA and RT market equilibria considering equilibria in a single bus and only under producers’
expected profit maximization. In addition, Dai and Qiao (2017) advance an EPEC model
to derive equilibria in short-term markets with strategic and non-strategic wind and conven-
tional power producers. The model takes into account wind power production and demand

uncertainty, and its solution is approached by a diagonalization algorithm.

1.8 Mathematical framework of bi-level problems

Bi-level optimization problems are problems with an hierarchical structure where an

upper-level (leader’s) problem with the general form (1.1) - (1.3) is constrained by a lower-
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level (follower’s) problem (1.4) - (1.6). On account of this, an optimal solution of the upper-
level problem should satisfy the upper-level constraints and belong to the feasible region of

the lower-level problem.The general form of a bi-level optimization problem is given below:

Upper-level problem

minimize YUY, 2t N\ ) (1.1)
subjected to  hY(xV 2% X\, ) =0 (1.2)
g7 (2%, % A\ 1) <0 (1.3)

Lower-level problem

minimize fE(2Y, zh) (1.4)
subjected to  hE(zV,2%) =0 S A (1.5)
gt (2, 2t) <0 D (1.6)

The two optimization problems have their own objective functions and constraints which
are characterized by the superscripts U and L respectively. Correspondingly, there are also
two classes of decision variable vectors ¥ and z¥ and since the lower-level problem constrains
the upper-level problem, the prime variable vector z” and the dual variable vectors A and pu
of the former are included in the variable vector set of the latter as well. Thus, the prime
variable set of the upper-level problem (1.1) - (1.3) is 2V = {2V, 2% A, u}.

The lower-level optimization problems proposed in this thesis are parametric optimization
problems solved with respect to lower-level decision variable vectors since the upper-level
decision vectors are received as parameters; therefore, they can be characterized as linear,
continuous and thus convex. Based on that, the lower-level problem can be replaced by its
own first order optimality conditions. The latter can be formulated through two substitute

approaches.
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1) Karush-Kuhn-Tucker (KKT) conditions. In this case, the lower-level problem
is replaced by a set of equality constraints derived from the partial derivatives of the
corresponding Lagrangian function with respect to each prime variable and a set of
complementarity conditions, which express the orthogonality relationship between the
inequality constraints of the lower-level problem and the associated dual variables.

2) Primal-dual formulation. In this approach the lower-level problem is substituted
with a set of prime and dual constraints which are equivalent to KK'T equality con-
straints, and with the strong duality equality which is equivalent with the KKT com-

plementarity constraints.

The following sections provide the reformulation of the bi-level model into an equivalent

MPEC based on both approaches.

1.8.1 MPEC formulation with KKT conditions

Replacing the lower-level problem (1.4) - (1.6 ) with its KKT conditions the bi-level model

(1.1) - (1.6) is recast into a single-level MPEC model as follows:

minimize fU@Y, 2%\ ) (1.7)
subjected to  hY(zY, 2l A\, ) =0 (1.8)
g¥(a¥, " A 1) <0 (1.9)

Ver fU(a", 2h) + N e hE (27, %)
4+ 1T 70 W2V, 2E) = 0 (1.10
hE(zY 2l) =0 (
(

0< —g"@¥,2") Lu>0

—_
—

A1
1.

)
)
12)
)

At free (1.13
Where the equality (1.10) is derived by differentiating the corresponding Lagrangian

function of lower-level problem with respect to prime variable z¥. Equality (1.11) is iden-
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tical to equality (1.5). Constraint (1.12) expresses the complementarity slackness, and it is
equivalent to the following constraints

gh (2, 2") <0, u>0, gy 2’ =0 (1.14)
Finally, the condition (1.13) states that the dual variable associated with the equality (1.5)

is free.

1.8.2 MPEC with primal-dual formulation

Since the lower-level problem (1.4) - (1.6) is considered linear, it can be rewritten with a
linear form as follows, while the dual variable vectors are indicated in a colon alongside with

the relevant constraints:

Primal lower-level problem

minimize c(zV) " (1.15)
subjected to  A(xY)zt = b(2Y) DA (1.16)
B(ax)al < d(2Y) D (1.17)
k>0 : ¢ (1.18)

Where the c(zV) is the cost vector, A(zY) and B(zV) are the constraint matrices and
b(zY) and d(zY) are the right hand-side vectors. Additionally, A and p are the dual variable
vectors of the constraints (1.16) and (1.17) similar to those of the bi-level models constraints
(1.5) and (1.6). Finally, the dual variable vector ¢ corresponds to the non-negativity of the

L

lower-level prime variable vector x*.

The Lagrangian dual problem of the prime problem (1.15) - (1.18) is presented below:

Dual lower-level problem

magz’r?ize b(zV)IN +d(2¥)Tu (1.19)
M
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subjected to  A(zV)IN+ B(aY) T+ ¢ = c(aY) (1.20)
W>0,¢>0 (1.21)
At free (1.22)

The optimality conditions which are associated with the lower level problem (1.15) -

(1.18) and derive from the primal-dual formulation, are given below:

A(zU)zl = b(zV) (1.23)
B(aV)at < d(2V) (1.24)
AN+ BT+ ¢ = c(2Y) (1.25)
c(zV) 'zt = b(zV)TA +d(2V)Tu (1.26)
b >0, 1>0,(>0 (1.27)
A free (1.28)

Where the constraints A(zY)zl = b(2Y), B(2Y)zl < d(2Y) and 2* > 0 are included in
the primal problem (1.15) - (1.18). The constraints A(zV)T\ + B(2V)Tp + ¢ = c(2Y), X :
free, p > 0 and ¢ > 0 are included in the dual problem (1.19) - (1.22). Finally, the strong
duality constraint c(zV)T2l = b(zY)T X + d(2Y)T 1 enforces equality between primal optimal
objective function (1.15) and dual optimal objective function (1.19).

The resulted MPEC model with primal-dual formulation equivalent to bi-level model

(1.1) - (1.6) is presented as follows:

minimize fUY, 2%\ ) (1.29)
subjected to  hY(zY, 2, A\, ) =0 oV (1.30)
g7 (2%, 2" A\ ) <0 : Y (1.31)
A(zY)zt = b(2Y) . yPC (1.32)
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It should be noted that variable vector X is free and the MPEC’s dual variable vectors are

shown in a column by the side of the constraints since they are used for the characterization

of EPEC.

1.8.3 EPEC formulation

The joint solution of a set of interrelated MPECs constitutes an EPEC. To define the

EPEC solution, the optimality conditions of all MPECs are jointly considered. It is essential

to observe that the prime-dual formulation of the MPECs gives the mathematical advantage

of avoiding the use of non-convex complementarity conditions, which are difficult to manage.

However, since the MPECs are generally non-linear, in order to derive their optimality

conditions associated with the EPEC it is better to use their KKT optimality conditions

rather than a new primal-dual formulation.

Constructing the Lagrangian function £ of the MPEC (1.29) -

conditions are derived as follows:

aL/0xV =

Vav [ (2, 2", )
+ " g WY (2V, 2\, )
+ BY" a0 gV 2V, b A )
+ 97 v [AlY)xh — b(aY)]
— 0P 0 [B(aV)zh — d(aY)]
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oL/dz" =

OL/ON =

OL/op =

OL)IC =

+ e 70 [A@) A+ BaV) = e(2V)

+ %7 o [e(@) et = b(a¥)" A — d(2V) ] = 0
Vo f (@7, 2, A, )

+ V" 7, BY (2, 2B\ )

+ Y T g¥ (a2 A )

+ ,YPCTA(Z,U) _ 5PCTB(xU) + (bSDTC(xU)T — AT
\SVAICE PN

+ oV A U2V, 2P\ )

+ BV 7 gV (Y, 2\ )

+ EDCTA(xU)T _ ¢SDTb(:EU)T =0
Vauf (a2, )

+ V" 7, WY 2V, 2R\, )

+ BY 7, gY(aV, 2\ )

+ GDCTB(:L,U)T _ ¢SDTd(xU>T — =0

Dot —& =0

(1.39)

(1.40)

(1.41)

(1.42)

(1.43)

KKT equality constraints (1.39) - (1.43) are derived by differentiating the Lagrangian

function with respect to the variable vectors ¥, %, A, u and .

Y (2Y 2B X\, 1) =0
A(zY)zl = b(2Y)
AN+ B(a) T+ ¢ = e(2Y)

c(z)Tal = b(zY)" N + d(zY) T

- =
N
> O

Primal KKT equality constraints (1.44) - (1.47) are also included in the MPEC.

0 S _gU(‘TUaILa)‘a/'O 1 ﬂU Z 0
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0 < —[B(aY)zt —d(zY)] L 67¢ >0 (1.49)
0<zh L& >0 (1.50)
O<pl&"=>0 (1.51)
0<¢1LE>0 (1.52)

Constraints (1.48) - (1.52) are the KKT complementarity constraints related to MPEC’s

inequalities.

av : free (1.53)
AFC: free (1.54)
el free (1.55)
3P : free (1.56)

Conditions (1.53) - (1.54) state that dual variable vectors related to MPEC’s equalities
are free.
The optimality conditions of the EPEC stem from the joint consideration of all the

MPECs’ optimality conditions. The solution to the latter provides the solution of the EPEC.
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2.1 Day-ahead and balancing market

For the development of the bi-level complementarity models proposed in Chapters 3, 4
and 5 we consider short-term trading floor through an electricity pool-based market. The
electricity pool involves two markets: the DA and the balancing or RT market. The DA
market , which usually takes place 24-hours before the energy delivery, is necessary for con-
ventional generation units like coal and nuclear plants to schedule their production efficiently
and reliably and avoid technical limitations on their operation flexibility. In this stage, power
producers submit their offers (a series of energy blocks - selling price pairs), and consumers
and retailers submit their bids (a series of energy blocks - buying price pairs) in an hourly
auction. Using an optimization algorithm, either ISO or MO clears the market under secu-
rity constrained economic dispatch defining scheduled production and DA market clearing
prices. With the term economic dispatch, we mean the optimal output of power generation
units to meet demand at the lowest cost. The RT market constitutes a mechanism to cope
with energy imbalances due to high penetration and uncertain production of RES. Thus, the
market allows conventional producers to adjust their DA scheduled production by providing
upward or downward reserves to cover unexpected shortage or surplus of renewable power

production at RT. The RT market is cleared by the ISO in a similar way defining reserve
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deployments and RT market clearing prices.

Considering reserve requirements, they can be scheduled by means of different heuristic
methods which are based on historical data of the contingencies or the intermittent pro-
duction as well as on the capacity of the largest generating unit connected to the network.
Other approaches introduce an elastic reserve demand according to which the reserve needs
are computed based on the reserve prices (Wang et al., 2003; Arroyo and Galiana, 2005;
Huang et al., 2006). However, there are also approaches that schedule reserve requirements
based on probabilistic methods. These methods optimize the social welfare taking into ac-
count, the expected load not served (ELNS) (Galiana, 2005; Wang et al., 2006; Aminifar et
al., 2009; Amjady et al., 2009) The ELNS is a stochastic security metric directly related to
reserves, and it is added to the objective function of ISO. It depicts the weighted average
energy value in the form of lost load and accounts for the probability of contingencies and
damages caused to the system (Conejo et al. 2010).

Two methods are proposed for the trading of reserves in electricity markets. The first
one refers to a sequential reserve procurement through a series of auctions taking place
as soon as the energy dispatch has been scheduled in DA market. The idea behind this
mechanism is that the reserve capacity which has not been accepted in one auction can be
offered in the next; therefore, the successfully accepted reserve capacity in one auction is
not consider in the following ones. The second method co-optimizes energy dispatch and
reserve capacity, and it is based on an algorithm that captures the strong coupling between
scheduled energy and reserve capacity supplies. Compared to sequential optimization, the
jointly cleared energy and reserve markets derive more efficient dispatch under an economic
perspective, but the auction process is complicated seeing that the power producers should

state their units’ technical constraints (Gonzales et al., 2014).
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2.2 Nomenclature

This section provides the nomenclature which is used in the mathematical formulation of
the market clearing mechanism presented in section 2.3, as well as, in the proposed models

of Chapter 3, 4 and 5.

Indices and sets:

n,m indices for system buses

S index for strategic producers

7 index of conventional generating units

7 index of wind generating units

d index of demands

b index of energy blocks offered by unit ¢

f index of energy blocks offered by unit j

k index of load blocks bid by demand d

w index of wind generation scenarios

I° set of indices of units ¢ owned by the strategic producer
10 set of indices of units ¢ owned by non-strategic producers
1’5 set of indices of units ¢ owned by the strategic producer

and located at bus n
19 set of indices of units ¢ owned by non-strategic producers

and located at bus n

I, set of indices of units 4 located at bus n (I, = I35 U I9)
JS set of indices of units j owned by the strategic producer
JO set of indices of units j owned by non-strategic producers
JS set of indices of units j owned by the strategic producer

and located at bus n
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JO

Parameters:

VOLL,

MAX
Tnm

T
MPP
MP©
MPY

set of indices of units j owned by non-strategic producers
and located at bus n

set of indices of unit j located at bus n (J, = J2 U J9)

set of indices of demands d located at bus n

set of buses m connected with bus n

cost offer of energy block b of unit ¢ [€/MWh]
cost offer of energy block f of unit j [€/MWh)|
utility cost of load block k of demand d [€/MWh]|
upper limit of energy block b of unit ¢ [MWh]
upper limit of energy block f of unit j [MWh]
upper limit of load block k of demand d [MWh]
cost offer of upward reserve of unit i [€/MWHh]|
cost offer of downward reserve of unit ¢ [€/MWh]
upward reserve capacity of unit i [MW]
downward reserve capacity of unit ¢ [MW]|
scenario dependent generation of unit j [MWh)|
cost offer of generating unit j in RT market [€/MWHh)|
value of lost load d [€/MWHh|

transmission capacity of circuit line n —m
susceptance of line n —m

occurrence probability of scenario w

constant associated to generation and demand
constant associated to power flow

constant associated to voltage angle
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MvP constant associated to generation and demand limits
MvC constant associated to power flow bounds
MY constant associated to voltage angle bounds
NP constant associated to offer prices
NV constant associated to offer prices limits

Decision variables:

Py
oA
Wiz
Ors
LhA

up
w

r

down

Tzw

O;*

(2

down
0;

ORT

J

w:r

Jw

sh
de

57’1,(.0

energy produced by block b of unit ¢ in DA market [MWHh]|

offer of energy block b of unit 4 € I® in DA market [€/MWh)]
energy produced by block f of unit 7 in DA market [MWh]|
offer of energy block f of unit j € J% in DA market [€/MWHh]|
energy consumed by load k of demand d in DA market [MWh]|
upward reserve deployment of unit ¢ under scenario w [MWh]
downward reserve deployment of unit ¢ under scenario w [MWh]|
offer of upward reserve of unit i € I° in RT market [€/MWh]
offer of downward reserve of unit i € I® in RT market [€/MWHh]
offer of energy shortage/surplus of unit j in RT market [€/MWh]|
energy spillage of unit j under scenario w [MWh]|

load shedding of demand d under scenario w [MWHh]|

voltage angle at bus n in DA stage

voltage angle at bus n in RT stage under scenario w

Dual variables of lower-level problem:

DA
)\n

RT
)\nw

energy balance at bus n in DA stage

energy balance at bus n under scenario w in RT stage
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min

max

pnw
(n1)

¢(n1)w

lower energy production of block b of unit ¢

upper energy production of block b of unit ¢

lower energy production of block f of unit j

upper energy production of block f of unit j

lower energy consumption of block k of demand d

upper energy consumption of block k& of demand d

lower positive reserve output of unit ¢ under scenario w

upper positive reserve output of unit ¢ under scenario w

lower negative reserve output of unit ¢ under scenario w
upper negative reserve output of unit ¢ under scenario w
lower power output of unit ¢ under scenario w

upper power output of unit ¢ under scenario w

lower spillage of unit j under scenario w

upper spillage of unit j under scenario w

lower load shedding of demand d under scenario w

upper load shedding of demand d under scenario w
transmission capacity of line m — n in DA stage

transmission capacity of line n —m in DA stage

transmission capacity of line m — n under scenario w in RT stage
transmission capacity of line n — m under scenario w in RT stage
lower limit of the voltage angle 67 at bus n in DA stage
upper limit of the voltage angle 0° at bus n in DA stage
lower limit of the voltage angle 9, at bus n under scenario w
upper limit of the voltage angle §,,, at bus n under scenario w
voltage angle at bus nl in DA stage

voltage angle at bus nl under scenario w in RT stage
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Dual variables of MPEC problem:

~p
Osib
~Sw
Osjf

~
Og;

-~ down

05 7
ot
ADA
AL

~min
)

-~max
Qgip
-~ .
min
sjf
~
max
sif
~min

Vsdk

~max
Vsdk
“~min
Stw
-max
Stw
o~
emm
S1w
~
emax

S1w

“~min

:usiw

—max

i

-~min
sjw

-max
sjw
sSmin
sdw
max
sdw
-~ .
min
snm

~
max
snm

associated to offer of energy block b of unit i € I® in DA market
associated to offer of energy block f of unit j € J° in DA market
associated to offer of upward reserve of unit i € I° in RT market
associated to offer of downward reserve of unit i € I° in RT market
associated to offer of shortage/surplus of unit j € J° in RT market
energy balance at bus n in DA stage

energy balance at bus n under scenario w in RT stage

lower energy production of block b of unit i € I°

upper energy production of block b of unit i € I°

lower energy production of block f of unit j € J°

upper energy production of block f of unit j € J°

lower energy consumption of block k of demand d

upper energy consumption of block k£ of demand d

lower positive reserve output of unit ¢ € I under scenario w

upper positive reserve output of unit s € I° under scenario w
lower negative reserve output of unit i € I° under scenario w
upper negative reserve output of unit ¢ € I under scenario w
lower power output of unit 7 € I° under scenario w

upper power output of unit i € I° under scenario w

lower spillage of unit j € J° under scenario w

upper spillage of unit j € J¥ under scenario w

lower load shedding of demand d under scenario w

upper load shedding of demand d under scenario w
transmission capacity of line m — n in DA stage

transmission capacity of line n — m in DA stage
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:"}L‘i,‘fw transmission capacity of line n — m under scenario w in RT stage
prin lower limit of the voltage angle 6° at bus n in DA stage
pra upper limit of the voltage angle 02 at bus n in DA stage
prin lower limit of the voltage angle d,,, at bus n under scenario w
poar upper limit of the voltage angle d,,, at bus n under scenario w
(E‘S’(m) voltage angle at bus nl in DA stage
Qgs(nl)w voltage angle at bus nl under scenario w in RT stage
X?T associated to primal - dual equality
A;Zb associated to partial derivative of the Lagrangian function
with respect to prime variables PP4

A;]’-’f associated to partial derivative of the Lagrangian function
with respect to prime variables WﬁA

z/ﬁ\sldk associated to partial derivative of the Lagrangian function
with respect to prime variables LDA4

e associated to partial derivative of the Lagrangian function
with respect to prime variables r;”

As‘ff)w” associated to partial derivative of the Lagrangian function
with respect to prime variables réown

z/ﬁ\s‘;i associated to partial derivative of the Lagrangian function
with respect to prime variables W7

QZ;{:} associated to partial derivative of the Lagrangian function
with respect to prime variables W7

o associated to partial derivative of the Lagrangian function

with respect to prime variables ¢

IZSW associated to partial derivative of the Lagrangian function

with respect to prime variables 9d,,,
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ary associated to lower energy production of block b of unit i € I°
anpr associated to upper energy production of block b of unit i € I°
Engn associated to lower energy production of block f of unit j € J°
B:;(;I associated to upper energy production of block f of unit j € J°
Ay associated to lower energy consumption of block k of demand d
e associated to upper energy consumption of block k£ of demand d
gmin associated to lower positive reserve output of unit i € I° under w
[ associated to upper positive reserve output of unit ¢ € I° under w
g associated to lower negative reserve output of unit i € I under w
amazx . . . . S
0. associated to upper negative reserve output of unit ¢ € I” under w
p— y . . . S
i associated to lower power output of unit ¢ € I” under w
wmar associated to upper power output of unit i € I° under w

in . . . . S
Fje associated to lower spillage of unit 7 € J~ under w

. . . . S

Reje associated to upper spillage of unit j € J> under w
pmin associated to lower load shedding of demand d under w
vy associated to upper load shedding of demand d under w
EZ’::% associated to transmission capacity of line m — n in DA stage
—max . . . . . .
Esnm associated to transmission capacity of line n —m in DA stage
—max . . . . . .
& srmew associated to transmission capacity of line n — m under w in RT stage
prn associated to lower limit of the voltage angle 02 at bus n in DA stage
pmar associated to upper limit of the voltage angle 62 at bus n in DA stage
prn associated to lower limit of the voltage angle at bus n under w
pmar associated to upper limit of the voltage angle ¢, at bus n under w

binary variables:

z binary variables {0, 1} associated to disjunctive constraints
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2.3 A jointly cleared energy and reserve pool market

A jointly cleared energy end reserve pool can be set financially through a single auction
process and can be described as a single-settlement scheme since the energy traded in both
DA and RT and the related clearing prices are simultaneously defined in one round. For-
mulating the clearing process, the integration of wind power producers in the market leads
inevitably in a two-stage stochastic programming. The first stage clears the DA market
and derives anticipated dispatch (scheduled production) and DA clearing prices, which are
received as dual variables of the energy balance constraint at DA stage. The second stage
clears the RT market through the realization of a set of plausible wind power production
scenarios and derives RT dispatch (reserve deployments) and RT clearing prices, which are
received as dual variables of the energy balance constraint at RT stage. In addition, as the
model is network-constrained, both DA and RT clearing prices are LMPs. Even though each
country has its own regulatory framework, the main principles of the model are common
and based on the so called standard model (Pereira et al. 2005). The model incorporates
wind energy generation in the standard model and has similarities to those employed by
the ISO-New England (Zheng and Litvinov, 2006) and Pennsylvania-New Jersey-Maryland
(PJM) (Ott, 2003) markets.

2.3.1 Assumptions and considerations

The following are the primal assumptions in relation to pool market formulation:
1) Despite the fact that alternating current (AC) models are more realistic they are also
much more complicated, as they include non-linear constraints; therefore, a linearized

DC approximation is used to model the process as it provides satisfactory results with

lower computational cost (Cheung et al. 1999).
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2)

Network losses and reactive power are neglected as it is common practice in market
clearing procedures (Morales et al., 2012).

It is regarded that future contracts are already settled in the market, defining the final
capacity of the generating units.

To avoid nonconvexity issues and accommodate mathematical derivations zero mini-
mum power productions and linear operation costs are considered for conventional and
wind power units.

Linear step-wise offering curves are explicitly modeled for producers and consumers
respectively at DA market.

The model takes into consideration only the wind generation uncertainty, which is
realized through a set of plausible wind power generation scenarios.

Wind generation spillage conducted by ISO is deemed cost free.

Due to the fact that there are no additional intrinsic costs for the producers associated
with supplying reserve capacity, energy-only market settlement is applied (Papavasiliou
et al., 2011). This way, the market compensates only power that is actually produced.
To further align the algorithm with energy-only markets and prevent multiple solutions

of the market clearing process a premium is applied on cost offers in balancing markets.

Economically speaking, this implies that ¢/ > maz{cy} and ¢ < min{cy}.

2.3.2 Pool market clearing algorithm

Considering energy-only market settlement, the market clearing process does not incor-

porate any reserve requirement constraint. To that end, a two-stage stochastic programming

with recourse is employed (Birge and Louveaux, 2011). The scheduled energy productions

are calculated as here and now or first stage decision variables by explicitly formulating the

RT operation as second stage with recourse, where the wait and see decision variables of re-

serve deployments take their values after the probabilistic realization of the wind generation

uncertainty (Morales et al., 2013).
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Regarding competitive markets where all the participants act as price takers offering at
their marginal cost, the two-stage stochastic programming is modeled though the following

network-constrained linear optimization problem.

minimize Z oPApbA 4 Z T 0Pt Z 1, Qo down
+ Z c; A4 Z Tt (W]JZT =y Wit - W;‘ﬁ)
!
- Z ug Lo + Z m.VOLL4LY, (2.1)
dk dw

subjected to — Z PDA _ Z

(’LEIn (JEJn f
+ > LA+ Y Bun(0-05) =0 [AD4], n (2.2)
(deDn)k mey,
Z Z down _ Z in:)
i€l i€ln, deDy,
NOSLEED WD W)
J€JIn (J€In)f jevs,
+ Y Bun (Ons = 05405 = 6mw) =0+ [AZ], Vn,Vu (2.3)
meon,
0 < PPA < piax [oin ame] Vi, Vb (2.4)
0 < WDA < WMAX |: xﬂzn’ ]rercax} \V/]7\V/f (25)
0 < LhA < piAX L [yin yme] - d, Vk (2.6)
0<r?<RES’F : [emin emar] Vi Vw (2.7)
0 < rdown < RESPOWN L [omn, omeT) Vi, Vw (2.8)
Z PRt 41 <y pyaX D[] Vi,V (2.9)
b
r;fgwn - Ppt<o L [pmin] Vi,V (2.10)
b
0<W;h < WRT : [m%”,/ﬁ?jj“ﬂ Vg, Vw (2.11)
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0< L < Z LhA L [pmin ymer] Yd, Y (2.12)
—TMAX < Bnm(é —60) < TMAX [grin, gmae] Wn,¥m € ©,  (2.13)
—T A < B (O — o) < Tt [Ein gmazln,Vm € ©,,Vw (2.14)
—r <6 <m L [pmin, pmer] - Wn (2.15)
T <6 L [prmin pmer] - Wn, Vw (2.16)
=0 :[¢2] n=nl (slack bus) (2.17)
S(niyw =0 :[fnw] n=nlVw (2.18)
Where Z = {Pp4, WEA LA i rdown Wb L%, 65, 0ne} s the set of all ISO’s decision

variables. The objective function (2.1) clears the DA and RT market maximizing the total
social welfare or reversely minimizing the total expected cost of the system operation which
consists of the following: a) the scheduled thermal and wind production cost at the DA mar-
ket, and b) the cost or savings of the scenario dependent positive or negative regulation, the
wind surplus or shortfall power production, and finally the cost of load shedding in RT oper-
ation. Constraint (2.2) correlates with the here and now decision variables P24, WJ’?A, LA
and 02, and it applies the energy balance at each bus enforcing transmission capacity limits
at DA market (first stage). Hence, the total energy injected into bus n minus the energy
consumed in it should be equal to energy flowing away from the bus. The term B,,,, (6;’1 — 5%)
expresses the power flowing through the transmission line n —m which connects the sending

AP4 shown in brackets beside the con-

bus n to the receiving bus m. The dual variable
straint expresses the DA market clearing price. Constraint (2.3) correlates with the wait and

pdown YWoP [sh and 6,,, and it offsets the imbalances caused by

zw7 Tiw Jjw?

see decision variables 7
the scenario dependent stochastic wind production in RT (second stage) arranging reserve
deployment, wind power spillage and load curtailment. The dual variable \ZT" of the con-
straint represents the RT market clearing price. Constraints (2.4) and (2.5) define the upper
and lower limits of the offered energy blocks in DA market for both conventional and wind

generating units. Constraint (2.6) defines the relevant limits of the demand energy blocks.
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Constraints (2.7) and (2.8) define the bounds of the upward and downward reserves offered
by each conventional unit i. Constraints (2.9) and (2.10) capture the strong coupling be-
tween scheduled production and deployed reserves ensuring that energy production of unit ¢
is over zero (downward reserve cannot exceed scheduled energy) and under maximum capac-
ity (scheduled energy and upward reserve cannot exceed unit’s capacity). Constraints (2.11)
and (2.12) specify that the wind spillage cannot outdo the real wind energy production, and
the load shedding cannot surpass the actual energy consumption. Constraints (2.13) and
(2.14) apply transmission capacity limits to network lines. Constraints (2.15) and (2.16)
enforce the voltage angle range of each bus. Finally, constraints (2.17) and (2.18) define the

bus n1 as a slack bus at DA and balancing stage respectively.

2.3.3 Pool market pricing scheme

The pricing scheme resulting from the market clearing process prices the energy transaction
as follows:

e Each conventional unit ¢+ and wind farm j located at node n is paid for its scheduled
energy block production PY4 and WﬁA respectively in the DA market at a marginal price
APA " The price A\P4 is received as a dual variable associated with the DA energy balance
constraint.

e Each demand d located at node n is charged for its scheduled energy block consumption
LEA in the DA market at a marginal price \P4,

e Each conventional unit i located at bus n is paid for its overproduction (upward reserve)

RT

“ under scenario w. The value
w

received as dual variable associated with the RT energy balance constraint.

up
Tiw

in the balancing market at a marginal price AT g

e Each conventional unit ¢ located at bus n is charged for its power withdrawal (downward
RT
“-under scenario w.
e Each wind farm j located at bus n is paid/charged for its surplus/shortfall production
RT

WRT E stj in the balancing market at a marginal price —~under scenario w.
w

down

reserve) r in the balancing market at a marginal price
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e Bach demand d located at bus n is paid for its involuntary curtailed load L3 in

balancing market at a marginal price (value of lost load) VOLLy.

47






Chapter 3

Optimal offering strategies for a

conventional generation portfolio

In this Chapter, based on the single-leader single-follower Stackelberg game, a stochastic
bi-level model is proposed to provide optimal offering strategies for a conventional producer
(leader) participating in a pool with high penetration of wind power production. The upper-
level problem maximizes the expected profits of the strategic producer while the lower-level
problem represents the market clearing process conducted by the ISO (follower). The bi-level
problem is recast into an MPEC which is then reformulated into an equivalent MILP. These
transformations occur using the KKT optimality conditions, the strong duality theory, and
disjunctive constraints. The suggested model provides optimal offering strategies based on
the endogenous formation of LMPs considering network constraints and different wind power

penetration levels.

3.1 Introduction

In recent years the electricity generation industry has experienced a remarkable pen-
etration of renewable energy resources (Hatziargyriou and Zervos, 2001). However, the

inherently uncontrollable fluctuations of renewable generation have resulted in the change
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of operational framework, the development of new tools to handle the stochastic nature of
non-dispatchable (wind power) production, and the redesign of market clearing algorithms
(Conejo et al., 2011; Pierre et al., 2011; Dowling et al., 2017)

The aforementioned nature of renewable resources increases the need for more responsive
and expensive reserves to secure the network reliability, thus causing the conventional (ther-
mal) electric power generators to operate intermittently to deal with the frequent imbalances
(Heuberger et al., 2017). This affects their efficiency and operational cost negatively. Con-
cerning the strong penetration of renewable sources supported by a generous mechanism of
subsidized production and priority dispatch, the role of conventional energy production is
diminishing. Nevertheless, due to the variability of the generation, the congestions of the
network, and the fluctuations of the electric power fed in the system, the ISOs are enforced
to trade in RT to correct the imbalances which depend on the ability of a thermal plant to
supply energy under demand (Koltsaklis et al., 2014; Koltsaklis et al., 2015).

Although the market recognises the critical role of the thermal plants as capacity providers
(Guo et al., 2017), the latter are faced with unequal treatment and have to adopt specific
strategic behaviour to ensure competitiveness. Within the above context, and considering
the conventional energy production, this thesis investigates the strategic reaction of an in-
cumbent firm and examines its incentives to exert market power and ensure its dominant
position to avoid energy profit losses.

Based on the cost optimization linear programming of the clearing market mechanism
presented in Chapter 2, this Chapter proposes a bi-level complementarity model within
an optimization-based methodological framework to derive optimal offering strategies in an
environment of imperfect competition. The constructed MPEC, contrary to the relative for-
mulations proposed by Baringo and Conejo (2013) and Kazempour and Zareipour (2014),
considers a strategic conventional producer participating in a pool market together with
other conventional and wind power producers. Furthermore, the model derives not only the

DA optimal offers at DA, but also the RT optimal offers for positive and negative regula-
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tions. Finally, the proposed algorithm, compared to the model introduced by Kazempour
and Zareipour (2014), incorporates transmission network constraints expanding the compu-
tational effort of the model and giving the strategic producer the ability to use the network
congestions to his advantage.

In the above context, the contributions of this Chapter are fivefold:

i) to provide a novel bi-level complementarity model as well as a methodological frame-
work to determine the optimal offering strategies of a conventional power producer
participating in a jointly cleared energy and balancing pool where other conventional
and wind power producers are concerned as competitors.

ii) to efficiently recast the MPEC into a mixed integer linear programming problem based
on a systematic methodology for its linearization through the use of disjunctive con-
straints and solvable to global optimality by commercial solvers.

iii) to derive robust DA and balancing market prices, through a formal methodology, as
dual variables of the energy balance constraints.

iv) to provide a new modelling framework and a methodology in order to systematically
analyze behaviour adjustments of the strategic producer depending on wind production
uncertainty.

v) to offer a novel framework that determines the impact of the strategic producer’s

behaviour on the LMPs under stochastic production.

3.2 Bi-level model

3.2.1 Problem statement

This Chapter analyses the optimal offering strategies of a conventional (thermal) power
producer which participates with other conventional as well as wind power producers in a

jointly cleared energy and balancing auction under network constraints. It is considered
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that this producer has dominant position in the market since they own a significant number
of generation units and can thus influence the market prices. A bi-level complementarity
model is developed based on single-leader single-follower Stackelberg hypothesis. The strate-
gic producer, called leader, chooses its output first and the ISO, called follower, make its
best choice. Thus using backward induction and based on the assumption of rational and
responsive behaviour the leader firm maximizes its profit realizing the follower’s subsequent

output choice (Dutta, 1999). Figure 3.1 illustrates the game structure.

strategic producer (leader)

expected profit maximization

>

. Market price
Offers
Energy

ISO (follower)

market clearing

Figure 3.1: Single-leader single-follower game

According to proposed bi-level model, the upper-level problem determines expected profit
maximization of the considered strategic producer which depend on clearing LMPs of DA and
RT market obtained at the lower level problem. On the other hand, the lower-level problem
represents the clearing price process ensuing the least cost of energy dispatch conducted
by the SO. Thus, the lower-level problem is formulated in a linearized DC network as two-
stage stochastic programming. The first stage facilitates the DA market and results in the
optimal anticipated dispatch (DA scheduled energy production), and the LMPs received as
dual variables (Morales et al., 2013). The second stage represents the balancing market

under the realization of all the plausible wind production scenarios and derives RT dispatch
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(reserve deployments) and RT prices (Morales et al., 2012). Subsequently, assuming the
continuity and convexity of the lower problem, the bi-level problem is reduced to an MPEC
through first-order KKT optimality conditions. Using the Fortuny-Amat and McCarl (1981)
linearization process and the strong duality theorem, the MPEC is reformed in an MILP
solvable by commercial solvers such as GAMS/CPLEX (Rosenthal, 2018).

3.2.2 Bi-level model formulation

Given that a conventional strategic producer participates in a jointly-cleared energy and
balancing market with high penetration of wind production, a bi-level stochastic optimization

model is formulated to derive its optimal offers as follows:
Upper-level problem

- DA pDA _ DA RT, up
maximize E A, Py E cinPy E Mo Tice

E5 U EO

(zel$)b (1€I°)b (i€IS)w
up UP RT down down doum
Z TwC Z Anw w + Z TwC; T (31)
(1el¥)w (tels)w (iel¥)w

Lower-level problem

L. DA pDA up up down down
minimize E O Py© + E O, T, E: WO g

(ieI5)b (iel¥)w (iel)w

+ Z Czb + Z TuC, UP UP Z T doum Zdu(jwn
(i€I9)b (1€I9)w (1€I9)w

RT RT s

FY e 5wt (i S wh - wi)
(jeJO)f (J€JO)w f

= ugLip + > w,VOLL.LY, (3.2)
dk dw

subjected to (2.3) — (2.18) (3.3)
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The objective function of upper-level problem (3.1) optimizes the expected profit of
the strategic producer, and it is defined by the revenues from the DA and RT markets

minus the actual incurred cost. The set =% = {P(zels)b, E‘Zz’els)w,rgf’el'}@)w} contains the

strategic producer’s decision variables considering production energy blocks and the =€ =

{OPA . O™

Odl"‘”” } contains the strategic producer’s decision variables considering

(teI®)b 7 (ielS)’ er’)

offering prices which are explicitly associated with the lower-level problem. The objec-

tive function is non-linear since the revenues depend on the DA market clearing prices
RT

APA and RT market clearing prices ~. The market prices are created endogenously
w

and received as dual variables from the energy balance constraints of the lower-level prob-

lem. It should be noted that the third and the fifth terms of (3.1) are derived from

AR . — .
Z Tw—=r:% and Z T Ao i‘jw” respectively. The objective function of the lower-
(GE€I8)w v (GE€IS)w
level problem (3.2) optimizes the expected cost of the power system operation conducted by

ISO. It consists of the scheduled production cost and the scenario dependent reserve deploy-
ment, wind surplus/shortfall generation, and shedding load cost in RT operation. The set

E={PYAWHA LLA rill riown W2 Lif . 69, 6ne, } includes all ISO’s decision variables. The

dk > Tiws Tiw jwr Hdw»

objective function (3.2) is also non-linear since it is directly depended on strategic producer’s

decision variables OP4 O“ (icrs)> and Odown . Finally constraint (3.3) refers to all technical

(el (ieI®)"

constraints (2.3) — (2.18) associated to network and generating units as illustrated in section

2.3.2.

3.2.3 MPEC formulation

Considering that the continuity and the differentiability requirements are satisfied by the
lower nonlinear constrained optimization problem, the auxiliary Lagrangian function can be
introduced to recast the initial problem into an unconstrained one. In this case, the La-
grange multipliers have the same meaning with the dual variables in linear programming

(LP) (Floudas, 1995). In addition, the decisions variables Ong

up d
ie]s)lﬂO and O "Gwl’}g are

(iel®)?

received as parameters from the ISO in the objective function (3.2), and thus the lower

o4



Chapter 3 Conventional generation optimal offerings

problem is defined as linear and therefore convex (Gabriel, 2012). In the above context the
lower problem can be substituted for its KKT optimality conditions transforming the bi-level

problem (3.1) — (3.3) into a single-level non-linear MPEC as follows:

magimize (3.1) (3.4)
subjected to KKT equality constraints
ORA = NP4 afpes —afp™ 4y e =y "t =0 Vi e I3, (3.5)
Cip — ADY ol — a4y Tt =y it =0 Vi€ I, Vb (3.6)
it =T ADAL Y N g — gt =0 Vi€ IOV (3.7)
—tgg + AP AR =y =Y vt =0 Vd € Dy, Vk (3.8)
TOfF — NET'  gmaz _ gmin 4 ymaz — (€ [9 Vw (3.9)
ToCy? — NET  gmaz _gmin 4 ymar — (W € 9, VYw (3.10)
—m,Of0wn g \ET 4 gmaz__gmin - min — i € I8 Vw (3.11)
o p \BT y gmax__gminymin — i € 9 Vw (3.12)
Tl A AT BT — KT =0 V)€ JD, Vw (3.13)
T,VOLLg — \ET 4 ymar _ymin — o VYd € D, Yw (3.14)
Y Bun WA=+ D Bun (AL AL+ D Bum (G — &)
meOy, (MEBOR)w meB,
— > B (&0 — gy + et — g 4 g0, =0 W (3.15)
meBy,
D BumNE = A0) + 2 Bum(€n — €070)
meo, meoO,
— Y Bun(&me = i) + onis” = pp" + by =0 Vi, Vaw (3.16)
meBy,
= PP WA Y L+ > Bun(05-05) =0 Vn (3.17)
(i€1n)b (JEIn)f (d€DR)k mEO,
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Zeln

=Y L+ Bum(Onw — 054+ 05 = 0pw) =0 Vn,Vw

deD, meBy,

50

by =0 n=mnl (slack bus)

d(n1)w = 0 n=nl,Vw

subjected to KKT complementarity constraints

0< Py4Llaf™ >0 Vi, Vb
0< Py** — PP Lol >0 Vi,vb
0<WHALBH" >0 Vj,Vf
0< WMAX DA_LBmM Vj,Vf
0< LIALymm >0  Vd,Vk
0< Ly — LAy >0 Vd,Vk
0<riley™ >0  Vi,Yw
0< RES]" —rif L™ >0 Vi,Yw
0<rlowr o™ >0 Vi, Vw
0 < RESPOVN —plown 1 giar >0 Vi, Vw
0y Py =) PP —riflul >0 ViVw
b b
0< ZPibDA — pdown | min > () Vi, Vw
0<WILEL" >0  Vj,Vw
0<WIT—WILkI™ >0  Vj,Vw
0< L Lymn >0  Vd,Vw
0<> LA =Ly Ly >0 Vd,Vw
k

0 < B (65— 69) + THAXLEM >0 VYn,Vm € O,
0 < TMAX — B, (62 —82)LEMa" >0 Yn,Vm € O,

o6

_Z doum_ (ZW]']E;T_ Z ‘%?A_ZW;?
iel,

jEIn G f =

(3.18)

(3.19)
(3.20)
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)
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0 < B (Onw — 6mw) + T AX LM >0 Yn,Vm € 6,,Yw (3.39)
0 < THAX — B (Sne — Omw) LERST >0 Vn,Vm € ©,,Yw (3.40)
0<8+mlp™™ >0 Vn (3.41)
0<m—dpLlpl*™® >0 Vn (3.42)
0< 0y +7lp™™ >0  Vn,Vw (3.43)
0<7T—0bpulpps®>0  Vn,Vw (3.44)
Where =P — { )\713147 /\711%3’ e a?gm7 ﬁa;p7 ﬁm’ ymaz ’y%"", enaz ezzm’ grmaz 9;3}117 e
L K K Vg Vg™ S & Enmrs Coimass P PR Prs ™ P s Bnys Dn1yw 15 the

set of all dual variables. The objective function (3.4) of the MPEC is the objective function
of strategic producer (3.1). KKT equalities (3.5) — (3.16) are constructed by the derivation
of the Lagrangian function with respect to prime variables P4, WHA, LEA ¢l rdowvn WWob,

Lsh . 62 and 6,,,.KKT equalities (3.17) — (3.20) are the equality constraints of the lower level
problem (2.2), (2.3), (2.17) and (2.18).

3.2.4 MPEC linearization

The non-linear KKT complementarity conditions (3.21) - (3.44), of the general form:

0<g(x)Lp>0 (3.45)
can be replaced by the following equivalent linear disjunctive formulation (Fortuny-Amat
and McCarl, 1981):

0<g(x), 0<upu, glx)<MPz, pu<M'(l-2) (3.46)
where z € {0,1} is binary variable and M? and MV are parameters related to prime and
dual variables respectively. The selection of parameters’ values is of paramount importance
because a choice of large values could induce the solver (CPLEX) to run into numerical
issues rendering the model intractable while a choice of small values could cut out optimal
solutions. A heuristic method for the calculation of the parameters is given in Chapter 6

(Computational issues).
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Subsequently, the remaining non-linear terms A\PAPDA - NETRUP g \ETpdown iy ghjec-

nw zw nw ’LUJ

tive function (3.4) can be removed using some of the KKT equalities and complementarity
conditions as stated in Appendix A.1. The new objection function (A.1.18) derived from
the process mentioned above is still non-linear, and the non-linear terms OP4PPA O!Pr?

ZUJ

and OQdewnpdown are eliminated by applying the strong duality theorem to the lower-level
optimization problem as shown in equality (A.1.19). Thus, the non-linear objective function
(A.1.18) is transformed into linear (A.1.21), and the MPEC model is recast into the following

equivalent MILP formulation:

TR OE T I YR SR
T T (GeIS)b (eIS)w (GE€I5)w
. Z ciu P Z WwCuPT + Z 7_‘_wcdoum down
(teI9) (zelo (i€I9)w
RT RT sp
- e Y (W - - w)
(jeI)f (jeTO)w f
—i—Zuddek — > m,VOLL4LY,
dw
Z )\RT WRT Z maz P]V[AX Z Bmaa: ]V[AX
(GE€JR)w (1190 (jeI)f
_Z,}/g’zﬁaxLMAX Z E;ZQIRESZ-UP— Z ezaxRESiDOWN
(i€I9)w (i€l9)w
MAX RT
- 3 (A - T e
(i€10)w b (J€O)w
- Y (g - Y T g+ )
n(meBy) n(meBy)w

=S ) = S (o + ) (3.47)

nw

subjected to (3.5) — (3.20) (3.48)
0< PPA< MPPZL Vi Vb (3.49)
0<alpm< MP(1—z,)  ViVb (3.50)
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0 < PYAX — pbA < MPP22 Vi Vb (3.51)
0<ajew < MP(1—23)  Vi,Vb (3.52)
0< WA < MPP2, Vivf (3.53)
0< B < MY (1—20)  VjVf (3.54)
0 < WA —WiHA < MPP2),  VjVf (3.55)
0< B < MP(1—2;) Vi Vf (3.56)
0<LEA< MPPZ, vd,Vk (3.57)
0 < Amin < MP(1—23)  Vd,Vk (3.58)
0 < LAY — DA< MPPLS  Vd,Vk (3.59)
0 < Amew < MUP(1—28)  Vd,Vk (3.60)
0<r? < MPPZI Vi Vw (3.61)
0<emm < MP(1—20)  ViVw (3.62)
0 < RESYP — i < MPP28 Vi Vw (3.63)
0<em® < MP(1—-28)  ViVw (3.64)
0 < pdown < (PP Vi Vw (3.65)
0<omm < MP(1—2))  Vi,Vw (3.66)
0 < RESPOWN _ypdown < ppP 100y vy (3.67)
0<or < MP(1-2°  Vi,Vw (3.68)
0< > PN =N"PPA— it < MPP2 Vi Vw (3.69)
b b
0<pl™ < MFP(1-2zY  Vi,Vw (3.70)
0< > PPt —rlom < MPPZ2 Vi Vw (3.71)
b
0<pmm < MP(1-22) Vi,Vw (3.72)
0< WP < MPPZ3 V) Vw (3.73)
0< k<M P(1—223)  Vj,Vw (3.74)
0<WE = Wb < MPPZ% V), Vw (3.75)
0< kI < MP(1—2z1)) Vi, Vw (3.76)
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0< L <MPPLE  Vd Vw
0 <vpim < MUP(1 —230) Vd, Vw

0<> Lt — Lyt < MPPz5  Vd, Y
k

0 < v < MUP(1— 2)5) Vd, Vw

0 < By (65 = 62) + TotAY < MPCz)7

0 < &min < M1 —217) Vn,Vm € 0,,

nm

0 < TMAX — B, (62 —62) < MPC2)8

0<Em ™ < MY(1—22)  Vn,Vmeo,

m

0 S Bnm <5mu _5mw) +TTJL\7{1AX S MpCZIQ

nmw

0<gmin < M1 -2 )  ¥n,VYm e O, Vw

nmw nmw

O S T%AX - Bnm (5710.) - 5mw) S MpCZQO

nmw

0 <gmar < MUO(1 — 220 ) Vn,Vm € 0,,, Vw

nmw nmw

O§53+W§Mpvzil Vn

0 < pmm < MYV(1—22Y Vn
0<m—0°< MPV 22 vn

0 < pmer < MYV (1 — 222) vn
0<d,, +7< Mpvzfli Vn, Vw

0 < pmin < MPV(1—23) Vn, Yw

0<7m—0,, < Mpvzii Vn, Vw

0 < plar < MUV (1— 222) Vn, Vw

nw

3.3 Offer building process

Vn,Vm € O,
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Vn,Vm € 6,,, Vw
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The aforementioned MILP model delivers optimal offers O} for the dispatched energy

blocks PY4, as well as optimal offers O;” and O%*" for upward res;? and downward res

down
iw

reserves respectively. The OF4 for a unit i settled at a bus n always coincides with the

clearing market price AP4 of this bus at DA. Similarly, the O;* and O%*" of the units i
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which are accepted by the SO to provide balancing regulations, coincide with the clearing

prices AT at RT. However, offering all energy blocks at the obtained LMPs results in flat

offer curves which lead to multiple solutions and degeneracy (Ruiz and Conejo, 2009).

In order to receive increasing offer curves, this Chapter follows an offer building process

similar to the one proposed by Ruiz and Conejo (2009). According to this process the

accepted (filled) energy blocks are offered at their marginal cost except those (marginal

blocks) that actually set the clearing price and are offered at the equivalent AP4 (LMPs):

1)

If the energy block is fully accepted PP4 = PMAX then this block is offered at its
marginal cost OZfb’DA = ¢; to guarantee its acceptance.

If the energy block is partially accepted 0 < PP4 < PY4X then this block is offered
at a price OZfb’DA = AD4 — ¢ where € could be a small number e.g. 1073.

If the energy block is not accepted P4 = 0 and its marginal cost is lower than the
clearing price cp < AP4, then it is offered at Of;’DA = A\P4 ensuring its rejection.

If the energy block is not accepted PP4 = 0, and its marginal cost is higher than the
f,DA
ib

clearing price, then it is offered at O; = ¢ ensuring that it remains non-accepted.

Additionally, for upward reserve a similar process is followed:

5)

If the full capacity of upward reserve is accepted res;” = RES;?, then it is offered at

its marginal cost Q"7 = (P,
If the accepted upward reserve is less than the maximum capacity 0 < res;” < RES;”,

fup _ \RT
i - /\mu -

then it is offered at a price O €.

If the strategic unit does not provide any upward reserve res;? = 0 and ¥ < \ET

nw?
then it offers positive regulation at a price of OF"? = \ET

RT

nw ?

If the strategic unit does not provide any upward reserve res;) = 0 and ¢;* > A

then it offers positive regulation at a price of O/ = ¢*.

Finally, for downward reserve the below offering process is followed:
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9) If the full capacity of downward reserve is accepted resfo" = RES%“" then it is

W

Cz_iown .

offered at its marginal cost Olfdown _ o

10) If the accepted reserve is less than the maximum capacity 0 < resiov" < RESown,

then it is offered at a price OJ™"™" = \ET 4 ¢,

11) If the strategic unit does not provide any downward reserve resi%" = (0 and cfov" <

/\RT

fidown __ Cdoum
nw ? i —_— ; .

(2

then it offers negative regulation at a price of O

12) If the strategic unit does not provide any downward reserve resé®" = () and cfov" >

)\RT

down __ \RT
nw - )\nw :

then it offers negative regulation at a price of O

It can be seen that the offering process for downward reserve works in an opposite way
compared with the process for upward reserve. This is because the SO seeks low clearing
prices for upward reserve to reduce the system cost and high clearing prices for downward

reserve to increase its savings.

3.4 6-bus system case

3.4.1 System data

The proposed clearing market formulation is applied in a six-node system sketched in Fig-
ure 3.2. The conventional generating units 71, ¢2, 3 and ¢4 belong to the strategic producer
and the 5, 16, ¢7 and 8 belong to non-strategic producers. Technical data are provided
in Table 3.1. Each column makes reference to a specific conventional generation unit. The
second row indicates the location of each unit. The third row accommodates the power
capacity of each unit. The following eight rows refer to a maximum size of four power blocks
offered by each unit and to their respective marginal costs. The eleventh and the twelfth
rows provide the upward and downward reserve limits of each unit, and the last two rows
contain the marginal cost of the respective reserve deployments. It can be noticed that units

11, 43, 16 and @7 are cheap but slightly flexible, units 74 and 8 are cheap and relatively
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flexible, and units 72 and 5 are expensive but very flexible.

nl

nd

n2

nd v
a1 ' d4 i

nf
4

Figure 3.2: 6-bus system

Two wind farms 51 and j2, located at bus n2 and nb, have installed capacity of 100 MW
and 70 MW, and their scheduled power production VVﬁA is offered in one block with zero
marginal cost. Wind farms’ uncertain power production is realized through three scenar-
ios, wl (high production) with 100 MWh and 70 MWh, w2 (medium production) with 50
MWh and 35 MWh, and w3 (low production) with 20 MWh and 15 MWh while occurrence

probability of each scenario is 0.2, 0.5 and 0.3 respectively.
A total demand of 1 GWh is allocated and distributed according to Table 3.2. Addi-

tionally, Table B.1 (Appendix B) gives information about demand bids (energy blocks and

their utility marginal costs) for each period of time. Thus, each column correlates the five
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Table 3.1: Data for conventional generating units

units 11 12 13 14 19 16 o7 18
location nl n2 n3 n6 nl n2 n3 nb
P [MW] 155 100 155 197 350 197 197 155
ngf‘x [MWh] | 54.25 25 54.25  68.95 140 68.95  68.95 54.25
g?g;‘X [MWh] | 38.75 25 38.75 49.25  97.50  49.25  49.25  38.75
Jz?g?;“x (MW h| 31 20 31 39.4 5250 394 39.4 31
H{‘gfx (MW h| 31 20 31 39.4 70 39.4 39.4 31
Cibl [€/ MWHh]| | 9.92 18.60  9.92 10.08  19.20 10.08 10.08  9.92
Cin2 [€/MWh] | 1025 20.03 1025 10.66 20.32 10.66 10.66 10.25
Ci b3 [€/MWHh]| | 10.68 21.67 10.68 11.09 21.22 11.09 11.09  10.68
Cipa [€/MWh] | 11.26 22.72 1126 11.72 2213 11.72 11.72 11.26
RESYF [MW] 20 100 20 40 120 10 20 30
RESPOWN IMW] 20 100 20 40 120 10 20 30
et [€/MWHh| | 12.40 2322 1240 12.23 23.63 1223 12.23  12.40
cdown [€/MWh] | 9.28 8.96 9.28 9.57 8.92 9.57 9.57 9.28

Table 3.2: Location and distribution of demand

demand dl d4

bus n3 n4 n6

factor |%] 19 27

load blocks with a time period from 1 to 24 and each row links the bidding prices with the

relative load blocks while the value of the involuntary load reduction is 200 €/MWh for all

demands. Finally, all the connecting lines have a transmission capacity of 500 MW with

susceptance equal to 9.412 per unit.
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3.4.2 Uncongested network solution

Based on the above information the proposed MILP model is applied to the system

and solved using GAMS/CPLEX. When the strategic producer offers at marginal cost, the
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17.5

price
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Figure 3.3: Day-ahead clearing prices in uncongested network
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Figure 3.4: Real time clearing prices in uncongested network

22 24

DA clearing price is constant throughout the 24 period time at a level of 11.260 €/MWh.

However, when the strategic producer exerts its market power the DA clearing price is raised,
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while fluctuating between 16.130 and 19.200 €/MWh as shown in Figure 3.3. Similarly, the
RT clearing prices are raised too. More specifically, in high wind scenario w1 realization the
RT price increases from 9.280 to 9.570 €/MWh, in medium wind scenario w2 the RT clearing
price leaves the level of 11.470 €/MWh and moves in a range between 14.254 and 20.394
€/MWh, and in low wind scenario w3 the price rockets from 12.230 to 23.630 €/MWh as
presented in Figure 3.4. In both cases, the prices are the same in all buses at each time
period. This is due to the fact that there is enough line capacity, which facilitates the energy
transaction at the DA stage and the reserve deployment at the RT stage while keeping the

system uncongested in all wind production scenarios.

Table 3.3: Cleared market energy production [MWh] of strategic units and wind farms and
price [€/MWh] outcomes under marginal cost offers in uncongested network at time t12

units Z Ph4 rb pdown bus D4 Moo
b Mw
wl w2 w3 wl w2 w3 wl w?2 w3
11 132.2 . ) . 15 . )
12 ) . ) . . ) . Vn 11.260 9.280 11.470 12.230
13 155.0 . . . .
14 157.6 . .15 40 . .
WﬁA = 85, WJ-[Q)A =0 VV;£ =0, LZZ =0

Looking in more detail at time period ¢12 from the perspective of strategic producer and
under marginal cost offering the scheduled energy production of strategic units ¢ is 444.8
MWh and is paid at a price of 11.260 €/MWh as shown in Table 3.3. In this case the strategic
producer’s total expected profits are 388 €. When the producer acts as price maker curtails
the scheduled production in all units at the level of 375 MWh making space for an increase in
wind energy production from 8 MWh to 115 MWh as depicted in Table 3.4. However, even

if the total scheduled is reduced , it is now paid at the price of 19.200 €/MWh. Furthermore,
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Table 3.4: Cleared market energy production [MWHh] of strategic units and wind farms and
price [€/MWh] outcomes under strategic offers in uncongested network at time t12

units Z pbA b pdown bus  AP4 Ani
b e
wl w2 w3 wl w2 w3 wl w2 w3
1 123.8
12 . Vn  19.200 9.570 20.394 23.630
3 124.0 . .
14 118.2 . .35 25
Wwha =45 wh4 =170 W.h =0, L =0

Table 3.5: Expected profits [€] of strategic producer in uncongested network

marginal cost offer

strategic offer

profit per scenario

expected profit

profit per scenario

expected profit

wl w?2 w3 wl w2 w3
il 3,346 3,115 3,115 3,161 21,284 22,651 23,696 22,691
12 0 0 0 0 0 0 0 0
13 3,116 3,116 3,116 3,116 21,363 22,707 24,208 22,889
14 3,091 2,823 3,067 3,049 21,935 21,986 21,986 21,976
9,326 67,556

Table 3.6: Total scheduled and reserve production [MWHh]| of strategic units

scheduled upward reserve downward reserve
wl w2 w3 wl w2 w3
marginal cost offer 10,675.2 360.2 1,320.0
strategic offer 8,700.0 8.8 848.8 636.0
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considering the reserves, the strategic producer based on the probabilistic expectations of
wind power production at real time recognizes an arbitrage opportunity. It can be seen that
in the low wind scenario w3, where the energy shortage is now bigger, the upward reserve
supply increases (unit i4 provides 35 instead of 15 MWh), and it is paid almost at double
price. On the other hand, in the high wind scenario w1, although the producer is charged
at a higher price, the downward reserve supply is lower (25 MWh instead of 55 MWh). As
a result, the total expected profits of strategic units ¢ rocket at 3,405 €. The producer’s
revenues are determined by the uncertain reserve deployments, which in turn are inherently
depended on the stochastic nature of wind production. Nevertheless, the market settlement
formulated by ISO optimization problem guarantees cost recovery in expectation of every
generation unit (Morales et al., 2012). The proposed model results in an increase in the
total expected profit of the strategic producer as shown in Table 3.5 even if the strategic

producer’s power supply in the system is lower as shown in Table 3.6.

3.4.3 Building up offer curves

Table 3.7 and Table 3.8 present market clearing prices and strategic units’ energy and
reserve outcomes for the time period t20. Taking as an example the unit ¢3, it can be seen
that the energy blocks b1, b2 are fully dispatched, b3 is partially dispatched while b4 is not
dispatched. Building up the offer curve, and according to section 3.2.5, the first two blocks
are offered at their marginal cost 9.92, and 10.25 €/MWh respectively, the third one is of-
fered at price 19.200 — ¢ €/MWh and the last one at a price 19.200 €/MWh. Concerning
the reserves, the strategic unit does not provide upward reserve at the balancing stage in the
high and medium wind scenarios but gives 10 MWh in the low wind scenario. The upward
reserve is offered at a price of 23.630 —e €/MWh, which is higher than the RT clearing prices
of scenarios wl and w2, in which cases the offer is rejected, and lower than the RT clearing
prices of the scenario w3, in which case it is accepted. On the other hand, the strategic

unit i3 does not provide any downward reserve; therefore negative regulation is offered at its
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Table 3.7: Clearing market prices [€/MWHh| under strategic behaviour in uncongested net-
work at time t20

RT
bus DA A
Tw
wl w?2 w3
Vn 19.200 9.570 20.394 23.630

Table 3.8: Cleared market energy [MWh], Reserve [MWh]| and offer [€/MWh]| outcomes in
uncongested network at time t20

wits PRl ORI PRi OBF  PRY OBy PR ORI s o@ g op
wl w2 w3 wl w2 w3

il 54.25 [19.200] 38.75 [19.200] 31.00 [19.200] [19.200] [23.630] [9.280]

12 . [19.200] . [19.200] [19.200] [19.200] [23.630] [8.960]

13 54.25 [19.200] 38.75 [19.200] 30.80 [19.200] [19.200] 10 [23.630] . [9.280]

i 68.95 [19.200] 49.25 [19.200] [19.200] [19.200] 40 [23.630] 25 [9.570]

Table 3.9: Offer [€/MWHh]| building for strategic unit 73 in uncongested network at time t20

RT RT
block Cith Pﬁ)? )\7?1,4 ()iflillfed}DA w C;llp 7’68;’{)w nl,w Oiflﬂled,u,p C:-llown' 7'681(-110:5" nlw Oiflilleddoum
y £ ’ 7Tw . ) w
bl 9.92  54.25 19.20 9.92 wl | 12.40 9.57  23.630—e | 9.28 9.57 9.28
b2 |10.25 38.75 19.20 10.25 w2 | 12.40 20.394 23.630—e | 9.28 20.394 9.28
b3 | 10.68 30.80 19.20 19.20—e | w3 | 12.40 10 23.63 23.630—e | 9.28 23.63 9.28
b4 11.26 19.20 19.20

marginal cost 9,28 €/MWh, a price that guarantees the rejection as it is lower than the
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Table 3.10: Offer [€/MWh| building for strategic unit i4 in uncongested network at t12

RT RT
block Ciap P'IE? )\E{)A OﬁlésiDA w (174[} Tes;lfw n6,w O{leed,up C;Ifum ,’,esgiin:‘jn 6w Oﬁlladﬂown
’ ' ’ Tw ’ Tw
bl | 10.08 68.95 19.20 10.08 wl | 12.23 . 9.57 23.63 9.57 25 9.57 .
b2 10.66 49.05 19.20 19.20—e || w2 | 12.23 . 14.75 23.63 9.57 . 14.75 9.57
b3 | 11.09 . 19.20 19.20 w3 | 12.23 40 23.63 23.63 9.57 . 23.63 9.57
b4 | 11.72 . 19.20 19.20

RT clearing price of all scenarios. The offer building process for unit ¢3 is illustrated in
Table 3.9. Similarly, considering strategic unit 4, the first and the second blocks are fully
dispatched and are offered at their marginal costs 10.08 and 10.66€/MWh respectively, the
third and fourth blocks are non-dispatched; consequently, they are offered at a price of
19.200 €/MWh. Additionally, the strategic unit provides its maximum capacity of upward
reserve in low wind scenario; therefore, it can offer positive regulation at a price of 23.630
€/MWh, thus it guarantees that the offer is rejected in high and medium wind scenarios
and accepted in low wind scenario. Finally, under high wind scenario the unit provides 25
MWh of downward reserve at its marginal cost 9.57 €/MWh. The offer coincides with the
RT clearing price of the relative scenario guaranteeing the reserve acceptance, and it is lower
than the RT clearing prices of medium and low wind scenarios ensuring the reserve rejection.

Table 3.10 presents the building offer process for unit 4.

3.4.4 Congested network solution

In uncongested network case the maximum power flow through line 3 — 6 is 227 MW.
If the line capacity is reduced at the level of 240 MW, slightly above the maximum flow,
the results remain the same when the strategic producer acts as price taker. However, the
proposed MILP formulation shows that the strategic producer can make offers in such a way

that the system becomes congested resulting in different LMPs of DA and RT clearing prices
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Figure 3.5: Day-ahead clearing prices in congested line n3 — n6
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Figure 3.6: Real-time clearing prices [€/MWHh]| in congested line n3 — n6

at specific time periods as illustrated in Figure 3.5 and Figure 3.6 respectively. It can be
seen that bus n6 exhibits the highest price giving the strategic producer the opportunity to
increase the profit of unit 74. Table 3.11 provides the total expected profits of the strategic
producer, which are slightly higher compared to those of uncongested network. Considering

the strategic producer’s attitude towards line 3 — 6 the line is classified as congestable. The
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characteristic of this line is that its capacity is not sufficiently large, and the strategic pro-

ducer make offers in order to congest it increasing its profits.

Table 3.11: Expected profits [€] of strategic producer in congested line 3 — 6

uncongested network congested line 3 — 6
i profit per scenario expected profit profit per scenario expected profit
wl w2 w3 wl w2 w3

il 21,284 22,651 23,696 22,691 21,028 22,534 23,873 22,635

12 0 0 0 0 0 0 0 0

3 21,363 22,707 24,208 22,889 21,644 21,668 23,283 22,498

4 21,935 21,986 21,986 21,976 22,118 22,872 23,784 22,997
67,556 68,130

Table 3.12: Scheduled production [MWh]| of strategic units and expected profits [€] in con-
gested line 4 — 6

scheduled production total production | expected profit

il 2 43 14 [MWh)| €]
uncongested network | 2,728 0 2,725 2,816 8,269 67,556
congested line4 —6 | 3,038 0 3,068 2,133 8,239 67,200

Additionally, in the uncongested case the maximum power flow through line 4 — 6 is
24 MW. If the capacity of the line is reduced to 20 MW, slightly below the maximum
flow, the network becomes congested under cost offer optimization, resulting in different
LMPs and profit losses for the strategic producer. However, applying the proposed MILP
formulation, the strategic producer chooses offers to modify each unit’s production making
the line uncongested. As a result, the total scheduled production, as well as the total profit,
remains almost the same compared to the uncongested case as shown in Table 3.12. From

the strategic producer’s point of view the line 4 — 6 is classified as noncongestable (Ruiz and
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Conejo, 2009), and the strategic producer changes the mixture of units’ production in an

attempt to keep the line uncongested and the profit high.

3.4.5 Wind power production increment

In this case, the level of wind power penetration increases from 10% to 14.16% of the
total installed capacity. More specifically, the power production of the wind farms j1 and
72 is 150 MW and 100 MW respectively in high wind scenario wl, 75 MW and 50 MW
in medium wind scenario w2, and 30 MW and 20 MW in low wind scenario w3. It can be

seen in Figure 3.7 that the expected profits of units i1 and 72 are reduced in all wind scenarios.

11 10.08% wind power penetration
Il 14.16% wind power penetration
25,000 |-

20,000 +
15,000 |
10,000
5,000
Oiwl w2 w3 wl w2 w3 wl w2 w3 |

unit il unit i2 unit 13 unit i4

wl w2 w3

Figure 3.7: Expected profits [€] of strategic units under different level of wind power pene-
tration

Considering unit 4 the expected profits decrease in high wind scenario wl; however,
the expected profits increase in medium and low wind scenarios as the unit becomes more
involved in reserve supply. Nevertheless, even if the total expected profits of unit ¢4 rise, the
total expected profits of strategic producer decrease from 67,556 € to 59,589 €, as illustrated
in Table 3.13, indicating that wind power production can be used as a tool for market power

mitigation.
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Table 3.13: Expected profit of strategic units [€]

wind power penetration 11l 12 13 14 Total expected profit
10.08% 22,691 0 22,889 21,976 67,556
14.16% 17,358 0 18,957 23,274 59,589

3.5 Reliability test system (RTS) case

3.5.1 RTS data

To test the applicability of the proposed model in a more sophisticated system the MILP
is applied on the IEEE one-area (24-bus system) Reliability Test System (RTS) described in
Reliability system task force (1999). The system contains 32 conventional units 7 and 3 wind
units j. Conventional units 1 to 8 belong to strategic producer while 79 to i32 together
with wind units j belong to non-strategic producers. The distribution of the generating units
in the grid is shown in Figure C.1 (Appendix C). Technical data for the conventional units
are provided in Table C.3. The three wind power units j1, j2 and 73 have installed capacity
200 MW, 150 MW and 150 MW respectively accounting for the 12.82% of the 3.9 GW total
installed capacity. The wind farms’ uncertain power production is actualized through three
scenarios, wl (high) with 200 MWh, 150 MWh and 150 MWh, w2 (medium) with 100 MWh,
75 MWh and 75 MWh, and w3 (low) with 50 MWh, 30 MWh and 30 MWh. The occurrence
probability of each scenario is 0.2, 0.5 and 0.3 respectively. In addition, a total demand
of 2.85 GWh are considered. The demand follows the utility cost depicted on Table B.1
(Appendix B) and is shared among 17 buses through five energy blocks k as indicated in
Table C.4.
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3.5.2 RTS solution

When the strategic producer acts as price taker the DA market clearing price is 15.079

€/MWh throughout the 24-hour period. Nevertheless, when the producer offers strategically,

—&-strategic offer Vn
~#- cost offer Vn

21

19 .
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14 | | | | | | | | | | |
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Figure 3.8: Day-ahead clearing prices in RTS case
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Figure 3.9: Real-time clearing prices in RTS case
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Table 3.14: Scheduled production [MWh] of strategic units in RTS case

il 12 13 14 b 16 7 8 total
cost offer 1,377.6 1,459.2 1,104.0 0.0 4,728.0 3,720.0 9,600.0 3,720.0 | 25,708.8
strategic offer 903.6 796.6 865.6 0.0 4,467.2 3,458.0 9,600.0 3,413.4 | 23,504.4

Table 3.15: Expected profit [€] of strategic producer in RTS case

11 12 3 4 19 16 V7 18 total
cost offer 5,192 5,057 5,644 0 20473 17,322 92,309 17,322 | 163,319
strategic offer | 5,454 4,553 5,285 0 33,439 26,785 120,737 26,383 | 222,636

the DA market clearing price increases and oscillates between 16.130 €/MWh and 20.320
€/MWh as shown in Figure 3.7. Similarly, there is an increase for RT market clearing
prices in all wind production scenarios as shown in Figure 3.8. Considering energy dispatch
and profits, as expected, exercising market power results in curtailed scheduled production
and increased expected profits compared to these received under marginal cost offering as

illustrated in Table 3.14 and Table 3.15 respectively.

3.6 Computational issues

The final MILP (3.47) — (3.96) is solved using CPLEX 24.1.3 under GAMS on an Intel
Core i7 at 2.7 GHz and 16 GB RAM. The computational (central processing unit, CPU)
time depends on the sophisticated representation of the network-constrained model. This
representation is associated with the number of complementarity constraints which double
the number of the introduced binary variables at the MILP formulation rendering the prob-
lem computationally intractable. However, it is important to note that during the MPEC
formulations and the construction of the auxiliary Lagrangian function, the here and now

variables PP, le;A, LA and 6° of the first stage of the stochastic programming are also
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treated as variables and not as parameters in the second stage. Proceeding in this way, all
the non-linear terms of the objective functions are eliminated. If this is not the case, the lin-
earization processes cannot eliminate the non-linear terms O;r;>, Ofevnrdowr  OFT Z wiA
and OfTW/jﬁ. At this point, the use of a binary expansion method (Barroso et al.,f2()06a)
will install a considerably large number of binary variables in the final MILP for the dis-
cretization of the WA, ri, o™ and W;?; thereby rendering more sophisticated network

cases like RTS unsolvable.

1 RTS system
A G-bus system

800 ‘
700 | = |
600 | |
500 | |
400 | |
300 0 A |
200 | O |
100 | |

O%M—LAA | | ‘ ‘ |

0 5 10 15 20 25 30 35 40 45
number of scenarios

time [sec|

Figure 3.10: CPU time

Figure 3.10 presents the computational time required for solving both cases, 6-bus system
and RTS, under realization of different wind scenario numbers. Furthermore, the compu-
tational efficiency is highly connected with the size of the linearization constants M. The
selection of these values is of paramount importance because a choice of large value could
induce the CPLEX to run into numerical issues while a choice of small value could restrain
the feasible region of the problem cutting out optimal solutions. It can be noticed that the

constants MPP, MP® and MPV are associated with power generation and demand, power
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flow, and voltage angle variables respectively, and their values can be defined based on the
physical characteristics (upper bounds) of these variables (Gabriel and Leuthold, 2010). Fi-
nally, the calculation of the value of the constants MF, M*“ and MV, which are associated
with the dual variables, is more complicated and the heuristic process proposed by Ruiz and

Conejo (2009) is followed:

i) Solve the linear programming (2.1)—(2.18) where all the producers offer at marginal
cost.

ii) Receive the shadow price of each resource constraint, and thus a value associated with
the dual variable of the this constraint.

iii) Calculate the relevant constant M as M = (shadow price + 1) x 100.

3.7 Conclusions

In this Chapter, based on the single-leader single-follower Stackelberg hypothesis, a mixed
integer linear programming model is developed to derive optimal offer strategies for a con-
ventional power producer participating in a jointly cleared energy and reserve market under
high penetration of wind power production. The model concerns energy-only markets. Co-
optimizing energy dispatch and reserve deployments through a two-stage stochastic program-
ming, it gives insight information on market clearing prices and the way they are configured
when the strategic producer exercises its dominant position in the market. Based on these
prices, the strategic producer build up optimal offering curves to maximize its expected
profits. Furthermore the model provides information about how line capacities and network
congestions can be used for the benefit of the strategic producer. The following Chapter
will introduce an expanded version of the proposed algorithm where the strategic producer’s

generation portfolio also includes wind power production.
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Chapter 4

Optimal offering strategies for a
conventional and wind generation

portfolio

This Chapter addresses the optimal offering problem of a conventional and wind gener-
ation portfolio in a pool market. The proposed stochastic bi-level model is an extension of
the one proposed in the previous Chapter as the producer can now exercise market power
with wind generation as well. The model is recast into an MPEC and subsequently into a

tractable MILP. Two cases show the effectiveness of the proposed algorithm.

4.1 Introduction

The share of wind power generation in electricity industry is increasing rapidly world-
wide. Considering the high penetration of wind power resources, their financially subsidized
generation and the prioritized dispatch (merit order) have resulted in reduced conventional
production volumes and suppressed electricity prices. Following this, a question arises about
the sustainability of the existing thermal units. In addition, a second question arises about

the attainability of future investments not only for the conventional units but also for the
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wind power facilities as the continuous growth of the latter leads to further suppressed elec-
tricity prices. Within the above framework, this study extends the model in Chapter 3 and
looks into the strategic reaction of a power producer whose generation portfolio consists of
thermal and wind power production. Having a significant number of thermal and wind power
generation units, the aforementioned producer exercises market power with both types of
units by means of capacity withholding and transmission-related strategies to offset expected
profit losses.

Having this in mind, this Chapter investigates the optimum scheduled generation and
offering strategies for an electricity producer participating in a pool-based market. As op-
posed to the relative formulations presented in works of Ruiz and Conejo (2009), Baringo
and Conejo (2013), Zungo et al. (2013) and Delikaraoglou et al. (2015) the developed MPEC
takes into consideration a strategic producer with thermal and wind generation portfolio. In
comparison to work of Kazempour and Zareipour (2014) the algorithm derives optimal offers
for upward and downward reserves separately. In addition, it includes transmission network
limitations thus extending the computational effort of the model and providing the strategic
producer with the ability to exploit network congestions for its own gain. Furthermore, in
relation to Kazempour and Zareipour (2014) and Dai and Qiao (2017) the proposed MPEC
is linearized without using binary expansion methods which increase the number of variables.
Thereby, the final MILP renders more sophisticated network cases solvable.

On the basis of the aforementioned framework, this study makes the following contribu-

tions:

i) it develops a bi-level complementarity model to ascertain optimal capacity withholding
strategies for a conventional and wind generation portfolio of an incumbent producer
who participates in a jointly cleared energy and reserve pool-based market.

ii) it efficiently reformulates the bi-level model into an MPEC and then into an equiva-
lent MILP model solvable to global optimality utilizing KKT conditions, disjunctive

constraints, and the strong duality theorem with parallel avoidance of any BE method.
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iii) it derives optimal thermal and wind scheduled production for the DA market consid-
ering wind generation uncertainty.

iv) it constructs best offering curves based on the formulated DA and balancing clearing
prices which are received as dual variables from the energy balance constraints.

v) it analyzes and discusses the effects of wind uncertainty, network congestions, and
different levels of wind power penetration on the behaviour of the strategic producer

within a wide range of case studies.

4.2 Bi-level model

Problem statement

The proposed bi-level complementarity model based on the Stackelberg hypothesis of
the single-leader single-follower game (Dutta, 1999) derives optimal capacity withholding
strategies for a producer with thermal and wind generation portfolio. The assumption is
made that this strategic producer holds a dominant position in the market as it possesses
a large amount of energy generating facilities and can therefore impact the prices (price
maker). The producer competes with other non-strategic conventional as well as wind energy
producers (price takers) in a jointly cleared energy and balancing pool-based market. In the
market producers submit their production offers, and consumers and retailers submit their
consumption bids in a network-constrained auction. The market is cleared by the ISO one
day in advance and on an hourly basis providing LMPs and energy quantities which are
bought and sold (Gomez-Exposito et al., 2018). The upper-level of the model establishes
the expected profit optimization of the strategic producer (leader), which depend on the DA
and RT clearing market prices acquired endogenously in the lower-level problem. Conversely,
the lower-level problem is representative of the market clearing procedure conducted by the
ISO (follower). The aim of the ISO is to determine the dispatch amount of production and

consumption maximizing the social welfare, the difference between the total consumption
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utility bids and the total production cost offers, or equivalently to minimize the total social
cost (economic dispatch). The lower-level of the model is constructed in the form of a
linearized DC network as two-stage stochastic programming (Kirschen and Strbac, 2004;
Zavala et al., 2017). The first stage enables the DA market and leads to optimization
of the expected dispatch (scheduled generation) while the DA market clearing prices are
taken as dual variables (Morales et al., 2013). The second stage is representative of the
balancing market in which the stochastic nature of wind generation is considered through
the realization of all the plausible wind power production scenarios. The clearing of the
balancing market results in balancing dispatch (reserve deployments) and RT market prices
(Morales et al., 2012). Following this and presuming the continuity and convexity of the
lower problem, it is possible to reduce the bi-level model to an MPEC model via Karush-
Kuhn-Tucker first order optimality conditions. Finally, by utilizing disjunctive constraints
(Fortuny-Amat and McCarl, 1981) as well as the strong duality theorem, the MPEC can be

recast into an equivalent MILP model.

4.2.1 Bi-level model formulation

The following bi-level model is developed to derive optimal offering strategies for a con-
ventional and wind power producer participating in a jointly cleared energy and balancing

pool.

Upper-level problem

maximaize g A\DApDA _ 5 cin PP + E DAYy
=S =0

Y=o (GeIS)b (GeIS)b (GeJd)f
RT U,
+ D AL = ) medr
(ielf)w (ielS)w
Z )\7];25 ZdLSwn + Z e down stwn
(ielf) (iel®)w
RT RT
-3 m(ij - ywt-w) (11
(jedsHw f

82



Chapter 4 Conventional and wind generation optimal offerings

Lower-level problem

mmz:mzze Z O _|_ Z ,/TwOup Z])? Z Odown ;ib(;wn
- (ieI5),b (iel¥)w (GE€IS)w
RT RT DA s
£ X oWy e S mor (Wi - w -
(G€I9).f (JEIS)w f
+ Z Czb + Z T, up UP Z T Cdown down
(i€19),b (i€l9),w (€10)w
+ Z ;Wi + Z TwC; it (WRT Zij — W;fj)
(7€JO).f (JETO)w f
= uaLft + > mVOLLLY: (4.2)
d.k dw
subjected to (2.3) — (2.18) (4.3)

The objective function (4.1) maximizes the expected profits of the strategic producer
which are determined by the revenues of its thermal and wind generating units from the
DA market, the revenues (gain or losses) from the supply of upward or downward reserve
deployments and the wind power surplus or shortfall generation in balancing market minus

the actual incurred cost. We should note that the fourth, the sixth and the Seventh terms

)\RT )\RT 4 RT
£ (4.1) are derived from Y w2y, §7 g Snepdown qng Wi
of (4.1) are derived from s r T an (

w ? ZUJ
(EI$)w v (i€l$)w “’ (IS w

DA sp _ DA up down sp =0 _

E A —ij) respectively. =5 = { (zEIS)b’W )1 T ierS)w Tie18)w: (jeJS)w} and ¢ =

{O

Odown OD

(iels)’

Ok

(iers) O( cJ5) } are the sets of all strategic producer’s decision

(teI¥)b JeIS)fr
variables. Compared to objective function (3.1) and the sets =% and Z° the new objective
function (4.1) and the sets =2 and =9 contain decision variables associated with wind pro-
duction and offering as the strategic producer now exercises market power with wind units as
well. The objective function (4.2) clears the DA and RT markets maximizing the total social
welfare. Actually, the ISO seeks to minimize the total expected cost of the system operation

which consists of the following: a) the scheduled thermal and wind production cost at the DA

market, and b) the cost or savings of the scenario dependent positive or negative regulation,
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the wind surplus or shortfall power production, and finally the cost of wind power spillage
and load shedding in real time operation. = = { P4, WEA LRA wi rioon Wb L5h 60, 0ne }
is the set of all ISO’s decision variables. Finally, the constraint (4.3) refers to technical con-

straints (2.3) — (2.18) which consider the market clearing process as presented in section

2.3.2.

4.2.2 MPEC formulation

Making the same assumptions with the MPEC formulation in section 3.2.3 that the lower
non-linear constrained minimization problem is continuous and differential, the Lagrangian
function can be used to transform the lower problem into an unconstrained one. Addition-
ally, the prime variables 024, ng‘, O:F Odown and ORT are encountered as parameters by
the ISO in the objective function (4.2) of the lower problem rendering the latter linear and
consequently convex. Within the above framework, the lower problem can be replaced by

its KKT first order optimality conditions recasting the bi-level problem (4.1) — (4.3) into a

single continuous non-linear MPEC as follows:

gnuaazc’%n&zézg (4.1) (4.4)
subjected to KKT equality constraints

ORA — \PA 4 gqmar _ qmin 4 Z iy — Z i = Vi€ I3,V (4.5)

— MDA+ g — o Z i — Z prt =0 VielIlVb (4.6)

O — OFT — \DA 4 Z ART + B =B =0 Vi€ JSVf (4.7)

— DAy Z ART o pmaz _ gmin = V5 e JO,Vf (4.8)

—Ugp + APA 4 e ymin Z e — vd € D,k (4.9)

TLOfF — NI gmaz _gmin 4 ymaz — (€ [9 VYw (4.10)
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ToCi? — MBI 4 gmar _gmin 4 ymaz — 4 € J9 Vw (4.11)
—m, 00wt p \ET 4 gmaz_gmin_ - min — i € 5 Vw (4.12)
— T cforn o NET y gmax_gmin - min () Vi€ I9 Yuw (4.13)
RT RT mazx min __ . S
—71, O + A, R =R =0 Ve Vw (4.14)
—chfT + AR KIC — k=0 Vje JO VYw (4.15)
T LOLy — AET  ymaz _ymin — Y € D, Vw (4.16)
Z Bpm ()\’I?A_)\TL:LA) + Z Bnm(_)‘§5+)‘ig) + Z Bnm( Zﬁﬁx - Zﬁix)
meEO, (MEBR)w meEOy
= D B (€0 = &) + P = i 4 9y =0 ¥n (4.17)
meO,
D Bun(NE = A0 + D Bam (€ — &)
mE@n me@n
— > Bun(&m — &) 00T = o+ by =0 Y,V (4.18)
meO,
= > PPA- DY WA Y LA+ > Buw(05-05) =0 Vn (4.19)
(i€ln)b (GE€In)f (d€Dn)k meo,
Y Yt (W Y Wt )
i€ly 1€ln JE€JIn (JeIn)f Jj€Jn
=Y L+ Y Bum(0nw — 05405 — 6mw) =0 Vn,Vu (4.20)
0y =0 n=nl (slack bus) (4.21)
dniyw = 0 n=nl,Vw (4.22)
subjected to KKT complementarity constraints
0< PYALa™>0 Vi, Vb (4.23)
0 < PYAX — pPA1omer >0 Vi, Vb (4.24)
0<WHALBH™ >0 Vj,Vf (4.25)
MAX DA max .

85



Chapter 4 Conventional and wind generation optimal offerings

0< LhALym™ >0  vd,Vk (4.27)
0 < LYAX — LDALymar >0 Vd,Vk (4.28)
0<rPle™ >0 Vi Vw (4.29)
0 < RESIP —riP 1l >0 Vi, Vw (4.30)
0 < pown | gmin >0 Vi Vw (4.31)
0 < RESPOWN _ pdown | gmaz > (v (4.32)
0< Y PN PP Ly >0 ViV (4.33)
b b
0<> PPA—rfom L >0 Vi,V (4.34)
b
0<WDILKE" >0  Vj,Vw (4.35)
0<WET = WP Lel® >0 Vj,Vw (4.36)
0< L Lvr™ >0  VdVw (4.37)
0< Y LY=Ll >0 Vd, Y (4.38)
k
0 < B (65— 69) + TMAXLEM™ >0 VYn,Vm € O, (4.39)
0 < TMAX — B, (62 — 62,)LEM™ >0 Vn,Vm € O, (4.40)
0 < B (6pw — ) + THAXLE™M™ >0 Vn,Vm € O,,Vw (4.41)
0 < THAX — B (One — Omw) LERST >0 Vn,Vm € ©,,Yw (4.42)
0< & +mlp™ >0 Vn (4.43)
0<m—6pLlpr™ >0  Vn (4.44)
0< Oy +7Lpm™ >0 Vn, Vw (4.45)
0<7T—0bpulpps®>0  Vn,Vw (4.46)

=D __ DA RT max min max min - max min _max _min gmar Hmin max
Where =7 = {\J)4, A0, ap®®, ap™, i f 76jf ks Yk € € O™ 000 i

min ,maxr ,min ,,maxr ,,min ¢cmar ¢cmin ¢maxr  Emin maxr ,min ,mar ,min 4o :
g 7K’jw 7"€jw yVaw 9 Vdw s Snm s Snm s Snmws Snmw? Pn 5 Pn 3 Pnw s Prw >¢(n1)7¢(nl)w} is the

set of all dual variables. The objective function (4.4) of the MPEC is identical to that
of the bi-level problem (4.1). The KKT equalities (4.5) - (4.18) are constructed by the

derivation of the Lagrangian function with respect to prime variables P4, VVj?CA, LA riP

W
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pdown e [sh 50 and 0. The KKT equalities (4.19) - (4.22) are taken by the derivation

Jw?

of Lagrangian function with respect to dual variables A4, \ET ‘(’nl) and ¢(n1)w.

4.2.3 MPEC linearization

The non-linear complementarity constraints (4.23) — (4.46) are substituted with equivalent

linear disjunctive constraints following the same process used in section 3.2.4. The remaining
non-linear terms ADAPPA, ADAW BA N0 AT pdown ARTWW LA and AITW: in MPEC ob-
jective function of the strategic producer (4.4) can be eliminated with the use of some KKT
equality and complementarity conditions as illustrated in Appendix A.2. However, the re-
ceived objective function (A.2.28) is still non-linear due to the non-linear terms OL4PP4,
OPAWEA, OfFri, Ofevrydown OFTWEA and OFTWSP. Now by applying the strong duality
theorem to the lower-level problem the last non-linear terms are withdrawn and the objective

function (A.2.28) is recast into a linear one (A.2.31). Hence, the non-linear MPEC model

(4.4) - (4.46) is converted into an equivalent MILP formulation as follows:

pospss - X bl - X nae 3 nane
T T (eIS)b (elS)w (GE€I5)w
_ Z Csz Z TwC; up + Z T, Cdoum down
(teI9)b (1eI9)w (zeIO)
Y ROFWE - Y e Y mw
(jeJS)w (JEJO)f (jEJO)w
+ Z RTW + Z e RTWsp +Zudk Ldk
(JeJO)f (jEJO)w
_Zﬂ_wVOLLde Z )\RTW}{T Z amaac MAX
dw (jeJQ)w (:€1©)b
- Z ﬁmax MAX_ Z E?ZJaxRESZ-UP— Z Q;ZLJQIRESiDOWN
(jeJO)f (1€I9)w (i€I9)w
MAX MAX RT
— Z u;zaaﬂ(ZPib ) g}cazL Z K;rz}aa:ij
(i€l9)w (j€JO)w
- X mtemean) - Y miE e
n(meOBy) n(meOy)
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subjected to

= m(e o) = Y wlon + ps”)

n nw

(4.5) — (4.22)
0 < PPA< MPPZL Vi Vb
0<alpm< MP(1—z,)  ViVb
0 < PYAX — pPA < MPPL2 0 Vi Vb
0<alper < MP(1—22%) Vi Vb
0< WA < MPP23, Y vf
0< " < M(1—zjy) V. ¥f
0< WA — Wit <MPPzl, VS
0< B < M™P(1—2j)  Vj,Yf
0< LA < MPPR Vd,Vk
0 <ypm < MYP(1—25)  VdVk
0 < LYAY — DA< MPPLS vd,Vk
0 <G < MP(1—2g)  VdVE
0<r?< MPPZI Vi Vw
0<emn< MP(1—2]) Vi, Vw
0< RESYF —ri? < MPP28 Vi, Vw
0< e < MP(1—28)  ViVw
0 < rdown < VPP Vi, Vw
0<omn < MYP(1—2)) Vi Vw
0 < RESPOWN _ypdown < ppP 100 i v
0<oms < MP(1-2%)  ViVw

0< > PN =N"PPA b < MPPL Vi Vw
b b
0 < per < MYP(1— 211 Vi, Vw

0<> PPt —riom < MPP22 Vi Vw
b
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0<plm < MYP(1-22) Vi,Vw (4.72)
0< WP < MPPZ3 V), Vw (4.73)
0< k<M P(1—223)  VjVw (4.74)
0< Wi =Wl < MPP215 V), Vw (4.75)
0 <kl < MP(1—2z1)  Vj,Vw (4.76)
0< L <MPPZE  Vd,Vw (4.77)
0<vpn < MP(1—2) VdVw (4.78)
0<> Lt — Lyt < MPPz)5  Vd, Y (4.79)
k
0< vy < M°P(1—-28)  Vd,Vw (4.80)
0 < Bun (65— 62) + TotAY < MPCZ)T ¥n,Vm € ©,, (4.81)
0<Emn < MC(1—27)  Vn,Vm e O, (4.82)
0 < TMAY — B (60 —62,) < MPC28 Wn,Vm € O, (4.83)
0<Emae < MYY(1—28)  Vn,VYme o, (4.84)
0 < B (Onew — Om) + Tt < MPEZY  Yn,Vm € ©,,,Vw  (4.85)
0<gmin < M1 -2 )  ¥n,Vm e O, Vw (4.86)
0 < THAX — By (Onew — ) < MPC220 . Vn,Vm € ©,,,Vw  (4.87)
0<Emee < M1 —20 )  V¥n,Vm € O, Vw (4.88)
0<6+7 <MY vn (4.89)
0<pmm < M*Y(1—-22Y)  Vn (4.90)
0<7—082 < MPVz2 Vn (4.91)
0<pmer < MYV(1—22%)  Vn (4.92)
0 < Gpoy +71 < MPV2E Vn, Yw (4.93)
0 < pmin < MPV(1—23) Vn, Yw (4.94)
0<T—6pw < MPV222 Wi, Vw (4.95)
0 < pmer < MPYV(1—22) Vn, Vw (4.96)
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4.3 6-bus system case

4.3.1 System data

The proposed algorithm is applied to the six-bus system introduced in Figure 3.2 (section
3.4.1). However, the strategic producer apart from the conventional units i1 to i4 now also
possesses the wind unit j1. The technical data for the conventional units are similar to those
provided in Table 3.1 (section 3.3). The scheduled production of wind units is offered through
three energy blocks and the uncertainty of wind power production is realized through three
scenarios: high production wl, medium production w2, and low production w3, with oc-
currence probability 0.2, 0.5 and 0.3 respectively. Allocation, offered energy blocks Wf;’f AX

cost offers ¢;/ci”, and scenario productions Wi of wind units are provided in Table 4.1.

Table 4.1: Location capacity [MW] offered energy blocks [MWh| production scenarios [MWHh]|
and cost offers [€/MWHh] of wind generating units

wind units j | location capacity W'Y WMAX o wMaX Wil Wi Wi
g1 n2 100 40 30 30 100 50 30
72 no 70 30 20 20 70 35 20

cost ¢z | cf" 0 0 0 0 0 0

Moreover, the same total demand of 1 GWh is allocated and distributed as shown in Table
3.2 (section 3.4.1) while the correlation between marginal utility cost (bids) and demand
energy blocks for the 24-hour period is presented in Table B.1 (Appendix B). Finally, the
value of the lost load VOLL, is defined at 200 €/MWh for all demands d and all the circuit
lines have transmission capacity TMAX and susceptance B,,, equal to 500 MW and 9.412

per unit respectively.
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4.3.2 Uncongested network solution

On the basis of the above information three cases are examined using GAMS/CPLEX.
In the first case, the strategic producer acts as price taker making cost offers. In the sec-
ond case, the producer acts strategically only with the conventional units 7. In the last
case, the producer offers also strategically and with the wind generation unit j1. Un-
der cost offer optimization the DA clearing price is unwavering throughout the 24-hours

at the floor of 11.260 €/MWh. Nevertheless, when the strategic producer exercises market

19.5

18.5 |-

[
0]
T

price [€/MWh]
~=
g o

16.5
16

15.5 | | | | | | | | | | |
0 2 4 6 8 10 12 14 16 18 20 22 24

time period

—=— strategic offering 4
—=— strategic offering ¢ and j i

Figure 4.1: DA market prices in uncongested network

power, the DA market prices are moved away from the cost offer competitive equilibrium
while fluctuating almost identically between 16.130 and 19.200 €/MWh in both the second
and the third case as shown in Figure 4.1. Similarly, the expected RT market prices are
elevated too as depicted in Figure 4.2 and 4.3. Especially in third case and under low wind
scenario w3, the strategic producer, taking advantage of the anticipated higher volatility of
the system, increases the RT price at the level of 37 € /MWHh. In all cases, the market clearing
prices are equal in all buses at each time period. This results from the fact that the system

remains uncongested under all wind scenarios as the network line capacity can facilitate the
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Figure 4.2: RT market prices under only ¢ strategic offering in uncongested network
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Figure 4.3: RT market prices under ¢ and j strategic offering in uncongested network

energy transaction between buses in both DA and balancing stage. Looking more closely
at time period t12, from the perspective of the strategic producer and under perfect com-
petition, the scheduled energy production of conventional units ¢ and wind generation unit

71 is 444.8 and 15 MWh respectively. Both productions are dispatched at a price of 11.260
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Table 4.2: Energy [MWh] and price [€/MWh]| outcomes under cost offering of units i and
71 in uncongested network at period ¢12

: DA U, d DA )‘gg
units ; Py b péown bus  A- o
wl w2 w3 wl w2 w3 wl w2 w3
11 132.2 15.0
2 :
13 155.0 . .
4 157.6 15.0 40.0 Vn 11.260 9.280 11.470 12.230
Z WﬁA wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
j1 15.0 85.0 35.0 15.0

Table 4.3: Energy [MWh]| and price [€/MWHh| outcomes under strategic offering of units ¢
only in uncongested network at period ¢12

DA d DA s
it 1% it down b A i
units zb: 5 Ti i us b .
wl w2 w3 wl w2 w3 wl w2 w3
71 123.8
12 .
13 124.0 . .
14 118.2 35.0 25.0 Vn  19.200 9.570 20.394 23.630
Z WJL}A wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
j1 45.0 15.0 55.0 5.0

€/MWh as shown in Table 4.2. The relevant expected profits are 388 and 582 € respec-

tively. In the second case, the strategic producer curtails the scheduled production in all

conventional units ¢ at the level of 375 MWh making space for a probable increase of j1 wind

unit’s scheduled production from 15 to 45 MWh as depicted in Table 4.3. However, even
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if the total scheduled production is reduced, it is now paid at the price of 19.200 €/MWh.
Considering the reserves, it can be seen that in the low wind scenario w3, where the energy
shortage is now bigger, the upward reserve supply increases (unit i4 provides 35 instead of 15
MWh), and it is paid almost at double price. On the other hand, in the high wind scenario
w1, although the producer is charged at a higher price, the downward reserve supply is lower.
As a result, the total expected profits of strategic units ¢ and j1 rocket at 3,405 and 914
€ respectively. It should be noticed, that the results of scheduled energy and reserves of
conventional units as well as the results of DA and RT market clearing prices in Table 4.3 are
identical with those in Table 3.4 of section 3.4.2 since in both cases the strategic producer

exercises market power only with the conventional units.

Table 4.4: Energy [MWh]| and price [€/MWh| outcomes under strategic offering of units ¢
and j1 in uncongested network at period ¢12

DA d DA Ay
it P: up down b A Anw
units ; r i i us . .
wl w2 w3 wl w2 w3 wl w2 w3
i1 108.8 . . 10.0
12 .
i3 124.0 . . ) . .
4 118.2 . 10.0 40.0 40.0 . . Vn 19.200 9.570 12.230 37.237
Z le;cA wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
71 60.0 . 10.0 30.0 40.0

Finally, when the wind unit j1 also offers strategically, the strategic producer recognizes
a further arbitrage opportunity. As a result, the producer increases the scheduled produc-
tion of wind unit j1 at 60 MWh by curtailing the dispatched energy of conventional units

7 even more as shown in Table 4.4. Compared to the previous case, even though the total
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Table 4.5: Total scheduled and reserve production [MWHh] of strategic producer

scheduled | scheduled upward reserve downward reserve
|] 7] wl w2 w3 wl w2 w3
marginal cost offer 10675.2 360.0 360.0 1320.0
strategic offer [only 1 8700.0 1088.8 8.8  848.8 636.0
strategic offer [i and j] 8324.0 1440.0 100.0  1200.0 960.0

Ficost offering I strategic offeringllij strategic offering

1-105F

80,000 |-

60,000 | |
40,000 | |
20,000 II

| -II - -II A M I |

1 12

13

14

total ¢ jl

total 7j

Figure 4.4: Expected profit [€] of strategic producer’s generation units

expected profit of j1 is lessened to 832 €, the strategic producer raises the total expected

profits as the increased wind energy shortfalls in medium w2 and low w3 wind scenarios are

now covered by the offered upward reserves of units 71 and ¢4 at a higher price. Hence, the

positive regulation of 50 MWh, which is paid at the price of 37.237 €/MWh in low wind

scenario, increases the total expected profits of conventional production from 3,405 to 3,541

€ overcoming the reduced expected profits of wind production. It should be noted that

the market pricing scheme formulated by the lower level problem is revenue adequate in
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expectation; therefore, it guarantees the recovery of the expected cost of each conventional
or stochastic generation unit. Thus, even if the wind unit j1 suffers from incurred losses
—10x12.230=—122.30 and —30x37.237=—1117.11 € at balancing stage in medium w2 and
low w3 wind scenarios respectively, the expected profit of the wind unit is equal to 832.23
€. The above findings apply throughout the 24-hour period; therefore, even though the
dispatched production of the conventional units ¢ is reduced as depicted in Table 4.5, the
total expected profits grow remarkably when the producer offers strategically as can be seen

in Figure 4.4.

4.3.3 Building strategic offering curves

The proposed algorithm provides optimal offers OF4 and Of}A for the dispatched con-
ventional and wind energy blocks respectively in DA market. These optimal offers for a
generation unit settled at bus n always coincide with the DA market clearing price A\P4 of
this bus. Nevertheless, as mentioned in section 3.2.5, offering all energy blocks at the re-
ceived market price introduces flat curves which lead to "multiple solutions and degeneracy"
(Ruiz and Conejo, 2009). With the objective to receive upward stepwise offering curves this
thesis follows a process similar to that presented in section 3.2.5. Table 4.6 and Table 4.7
show the DA and RT market prices as well as the energy dispatch and reserve deployment
outcomes at period t12. Taking conventional unit 71 as an example, it can be observed that
energy blocks b1 and b2 are fully dispatched, block b3 is partially dispatched while block
b4 is not dispatched at all. Building up the offer curve of unit i1 at DA, energy blocks
bl and b2 are offered at their marginal cost, which is 9.92 and 10.25 €/MWh respectively.
Block b3 is offered at a price slightly below the market price 19.200—e €/MWh. Actually,
this block b3 offer is one of the strategic producer’s offers that defines the DA market price
higher (financial withholding) than the price originating from cost offer creating a mark-up

of 19.200—11.260=7.940 €/MWh. Finally, block b4 is offered at a price 19.200 €/MWh or
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Table 4.6: Market prices [€/MWh]| under strategic offering in uncongested network at ¢20

RT
bus )\EA )\ﬂ
7Tw
wl w2 w3
Vn 19.200 9.570 12.230 37.237

Table 4.7: Energy [MWh]| and offer [€/MWHh]| outcomes under strategic offering in uncon-
gested network at period t12

wnits - PR OG1 PR3 Oh; PR Ong PRl O i 0’ g op
wl w2 w3 wl w2 w3
i 5425 [19.200] 38.75 [19.200] 15.80 [19.200] . [19.200] . . 10 [37.237] . . . [9.280]
2 . [19.2000 . [19.200] . [19.200] . [19.200] . . . [37.237] . . . [8.960]
i3 5425 [19.200] 38.75 [19.200] 31.00 [19.200] .  [19.200] . . . [37237] . . . [0.000]
4 68.95 [19.200] 49.25 [19.200] .  [19.200] . [19.200] . 10 40 [12.230] 40 . . [9.570]
wphy o oPa why ok whi o OPA wind shortfall wind surplus ~ OfFF
wl w2 w3 wl w2 w3
j1 40 [19.2000 20 [19.200] .  [19.200] .10 30 0 . . [0.000]

Table 4.8: Strategic offers [€/MWHh]| for unit i1 in uncongested network at time ¢12

) A\ET ) RT ]
bock | cap  PRE AR ORI | e ey, e Qfitelw | e g St gfuddon
w w
bl 9.92 54.25 19.20 9.92 wl | 12.40 . 9.57 37.24—e | 9.28 . 9.57 9.28
b2 10.25 38.75 19.20 10.25 w2 | 12.40 . 12.23  37.24—e | 9.28 . 12.23 9.28
b3 10.68 15.80 19.20 19.20—e || w3 | 12.40 10 37.24 37.24—e | 9.28 . 37.24 9.28
b4 11.26 . 19.20 19.20

higher. This way, the strategic producer ensures the block’s rejection. In point of fact, this

offer has the same outcome as physical withholding (production curtailment). Considering
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the redispatch, unit ¢1 does not supply any positive regulation at balancing stage under
high w1l and medium w2 wind scenarios, but it provides 10 MWh of positive regulation in
low w3 wind scenario. In this case, the upward reserves are offered at a price of 37.237—¢
€/MWh which renders them not accepted by the market operator for scenarios wl and w2
as the offer is higher than the relevant RT clearing prices of these scenarios and accepted in
scenario w3 as now the offer is lower than the RT clearing price. Additionally, unit 71 does
not supply any downward reserves; therefore, the reserves are offered at their marginal cost
9.28 €/MWh, which guarantees their rejection as the offer is beneath the RT clearing prices
of all wind production scenarios. The offer building process of unit ¢1 is presented in Table

4.8.

Table 4.9: Strategic offers [€/MWh| for unit j1 in uncongested network at time period ¢20

RT

block | ;i WR4A AL O | w | BT wind shortfall wind surplus ;—i’w of et
bl 0 40 19.20 0.00 wl]| 0 40 . 9.57 0.00
b2 0 20 19.20 19.20—€e || w2 | O . 10 12.23 0.00
b3 0 . 19.20 19.20 w3 | 0 . 30 37.24 0.00

Along the same line, concerning strategic wind unit j1 at DA, the first energy block is
fully accepted and is offered at its marginal cost, which is 0 €/MWh. Block f2 is partially
accepted and is offered at a price 19.200—e €/MWh, end the last block is not accepted;
hence it is offered at price 19.200 €/MWh. Finally at balancing stage, surplus or shortfall
of wind production are offered at zero price. Table 4.9 illustrates the building offer process

of wind unit 51.
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4.3.4 Congested line 3 — 6

When the network is uncongested, the maximum power flow from bus n3 to bus n6 is
207.98 MW. In case the line capacity is dropped at the level of 240 MW, relatively above
themaximum flow, the received results under cost offer remain similar to those of the uncon-

gested system as expected. Nevertheless, applying the proposed MILP the strategic producer

21.5

20.5

15.5 | | | | | | | | | | |
0 2 4 6 8 10 12 14 16 18 20 22 24

time period

Figure 4.5: DA prices with line 3 — 6 capacity limited to 240 MW
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37+
33+
29 +
25+ :
21} ——wl Vn —=-w2Vn —ww3nl ——w3n2
17 ——w3 n3 -ew3nd —-=wdndb ——w3nb|
13| P

9t . . . . \ \ . \ . . . |
0 2 4 6 8 10 12 14 16 18 20 22 24

time period

price [€/MWh]|

Figure 4.6: RT prices [€/MWh] with line 3 — 6 capacity limited to 240 MW

99



Chapter 4

Conventional and wind generation optimal offerings

Table 4.10: Energy [MWh] and price [€/MWh]| outcomes under strategic offering with line
3 — 6 capacity limited to 240 MW at period t12

DA d DA A
it P: up down bus A nw
units ; b Ti e us " T
wl w2 w3 wl w2 w3 wl w2 w3
71 124.0 16.5 nl 19.200 9.570 12.400 36.953
12 . . . n2 19.479 9.570 12.400 37.884
73 124.0 15.0 20.0 ) n3 18.921 9.570 12.400 36.022
14 103.0 13.5 40.0 n6 20.876 9.570 12.400 42.540
Z W]F;A wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
71 60.0 10.0 30.0 40.0 n2 19.479 9.570 12.400 37.884

Table 4.11: Scheduled production [MWh] and expected profits [€] of strategic producer with

line 3 — 6 capacit

y limited to 240 MW

scheduled production [MWh]| total scheduled | expected profit
il 2 63 i4 jl [MWh]| €]
Line 3-6 550 MW | 2,817.6 0.0 2,669.6 2,836.8 1440.0 9,764.0 91,950
Line 3-6 240 MW | 2,893.6 0.0 2,700.0 2,730.4 1440.0 9,764.0 92,759

Table 4.12: Scheduled production [MWh] and expected profits [€] of strategic producer with
line 3 — 6 capacity limited to 240 MW and relocation of wind unit j1 to bus n6

J1 scheduled production [MWh] total scheduled | expected profit
location il i2 3 i4 Jl |MWh| €]

n2 2,893.6 0.0 2,700.0 2,730.4 1,440.0 9,764.0 92,759

n6 2,954.3 0.0 2,777.0 2,592.7 1,440.0 9,764.0 92,725
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can change the mixture of the conventional units production rendering the system congested
and yielding different DA and RT LMP’s at particular time periods as can be observed in
Figure 4.5 and Figure 4.6. Taking a closer look in period ¢12 as shown in Table 4.10 and
comparing to that in the uncongested case (Table 4.4) the strategic producer maintains the
scheduled production of unit ¢3 and wind unit j1 at 120 and 60 MWh respectively; however,
now the dispatched production of unit ¢1 is raised from 103.8 to 120 MWh with a simul-
taneous decrease in scheduled production of unit ¢4 from 118.2 to 103 MWh. Considering
the expected profits, the unit i4 occurs losses due to its reduced production; however, bus
n6 exhibits the highest price mitigating the unit’s losses. On the other hand, the increased
production of unit i1, and therefore its increased revenues, not only cover the losses but
also raise slightly the total expected profits of strategic producer compared to those of the
uncongested case as depicted in Table 4.11. It should be noticed that the total scheduled
production remains the same in both cases. In the previous case, if the wind unit 51 is
relocated to bus n6, the configuration of DA and balancing prices remain identical as the
strategic producer, following the same policy, rearranges again the mixture of the conven-
tional units’ production congesting the system at the same time periods. In Table 4.12 it
can be seen that the energy dispatch of unit 4 is reduced further, keeping the scheduled
energy of stable companion wind unit j1 at the same volume. Synchronously, the producer
additionally increases the dispatch of units ¢1 and ¢3 maintaining the scheduled production

and profitability at the prior levels.

Table 4.13: Scheduled production [MWh| and expected profits [€] of strategic producer with
line 3 — 6 limited to 120 MW and relocation of wind unit j1 to bus n6

jl scheduled production [MWh] total scheduled | expected profit
location il 2 43 4 j1 [MWh]| [€]

n2 | 1,8446 0.0 00 3,782.4 1,665.6 7.292.6 81,263

n6 2,670.9 0.0 0.0 3,768.0 1,440.0 7,878.9 87,108
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Figure 4.7: DA prices with line 3 — 6 capacity limited to 120 MW
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Figure 4.8: RT prices [€/MWh] with line 3 — 6 capacity limited to 120 MW

If the line capacity is reduced to 120 MW, the system becomes congested resulting in
different LMP’s at DA and balancing market throughout the 24-hour period as depicted in
Figure 4.7 and Figure 4.8. The situation now is detrimental compared to the previous case

since the congestion leads to decreased production volumes in the left part of the network;
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hence the shut-down of unit ¢3. However, the removal of wind unit j1 to bus n6, at the right
part of the network, where the demand prevails, would be more beneficial for the strategic
producer. As shown in Table 4.13, the relocation of j1 gives unit i1 the chance to increase
its production and wind unit 51 the opportunity to sell energy at a higher price growing the

total expected profit.

4.3.5 Congested line 4 — 6

When the network is uncongested, the power flow from bus n6 to n4d is 22.453 MW.
If the line capacity is limited to 20 MW, just below the maximum flow, and under opti-
mal cost offer, the network is rendered congested and results in different LMP’s which are
proved unprofitable for the strategic producer. Nonetheless, the producer, based on the pro-
posed MILP formulation, can change its offering strategy modifying the units’ production in
such a way as to render the system uncongested. Examining the time period 12 as shown

in Table 4.14 and comparing it to the initial uncongested case (Table 4.4), the strategic

Table 4.14: Energy [MWh] and price [€/MWh] outcomes under strategic offering with line
4 — 6 capacity limited to 20 MW at period ¢12

DA d DA Ay
it P up aown bus A w
units ; b Ti e us b T
wl w2 w3 wl w2 w3 wl w2 w3
71 135.0 . . 20.0
72 . . . .
73 134.7 . 15.0 20.0 ) . .
14 81.3 . . . 40.0 . . Vn  19.200 9.570 12.400 36.953
Z W]?A wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
71 60.0 . 10.0 30.0 40.0
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Table 4.15: Scheduled production [MWh] and expected profits [€] of strategic producer with
line 4 — 6 capacity limited to 20 MW

scheduled production [MWh| total scheduled | expected profit
11 12 13 14 71 [MWh] [€]
Line 4-6 550 MW | 2817.6 0.0 2,669.6 2.,836.8 1,440.0 9,764.0 91,950
Line 4-6 20 MW | 3,185.0 0.0 3,178.7 1,945.3 1,430.0 9,739.0 91,809

producer increases the dispatched energy and the upward reserve supply from units 71 and i3
while keeping the production of wind unit j1 stable. On the other hand, the producer lowers
the scheduled production and discontinues the offered upward reserve supply from unit i4;
thereby reducing the power flow from bus n6 to n4 at the level of 16.667 MW. Now, the
system becomes uncongested, and all buses have the same prices at each time period similar
to those in Figure 4.1 and Figure 4.3 for DA and balancing market respectively. Hence, as
illustrated in Table 4.15, rearranging the energy dispatch of conventional units proceeding
with a small reduction of the total scheduled production, the strategic producer manages to

prevent profit losses.

4.3.6 Wind generation increment

Two cases of wind power increment are examined. In the first case, the wind power
penetration increases proportionally for both wind units j from 10.08% to 18.42% of the
total installed capacity. In particular, the energy provided by wind generation units j1 and
72 is 200 MWh and 100 MWh in high wind scenario wl, 100 MWh and 50 MWh in medium
wind scenario w2, and 60 MWh and 40 MWh respectively in low wind scenario w3.

Considering the time period ¢12 in Table 4.16, the strategic unit j1 increases its DA
scheduled production at the expense of the strategic conventional units’ dispatch. How-
ever, the units ¢ covering the wind production shortfall in low wind scenario w3 give, as

expected, more upward reserves at a higher price mitigating their losses. In the second case,
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Table 4.16: Energy |[MWh| and price [€/MWh| outcomes under strategic offering with
18.42% wind power penetration at period 12

DA d DA A
t P PZD /_own b )\ nw
units Xb: b Tio e us n .
wl w2 w3 wl w2 w3 wl w2 w3
11 93.0 . . 10.0 10
12 . . . )
13 93.0 . . 20.0 . . .
14 95.0 . . 40.0 40.0 . . Vn  19.200 6.700 12.400 38.867
Z WﬁA wind shortfall wind surplus
f
wl w2 w3 wl w2 w3
71 90.0 . . 30.0 110.0 10.0

Table 4.17: Energy [MWh| and price [€/MWh]| outcomes under strategic offering with
24.93% wind power penetration at period ¢12

DA d DA A
't P Jup 7 own b )\ nw
units ; D T 8o us " T
wl w?2 w3 wl w2 w3 wl w?2 w3
i1 77.80 . . 20.0 20.0
12 . . . 20.0 .
13 54.25 . . 20.0 20.0 .
14 68.95 . . 40.0 40.0 . . Vn 19.200 0.000 12.400 43.333
Z W/ wind shortfall (Wil wind surplus [W35
f
wl w2 w3 wl w2 w3
71 110.0 . . 20.0 190.0 [50.0] 40.0

the penetration of wind power increases similarly to the first case at the level of 24.93% of the
total installed capacity. As shown in Table 4.17, the strategic units ¢ reduce their scheduled
production further giving space for more wind generation dispatch. Yet, due to the higher

wind generation volatility the expensive unit i2 is now involved in the provision of 20 MWh
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Figure 4.9: Scheduled production [MWh| under different levels of wind power penetration
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Figure 4.10: Expected profit [€] under different levels of wind power penetration

upward reserve raising the RT market clearing price in scenario w3 at a level of 43.333
€/MWh. The high volatility also can cause wind power spillage as a result of insufficient

system reserves. More precisely, in high wind scenario wl the offered negative regulation

106



Chapter 4 Conventional and wind generation optimal offerings

of the system cannot cover the wind production surplus of 190 MWh, which may lead the
strategic wind unit j1 to spill 50 MWh of its production. Nevertheless, as illustrated in
Figure 4.9 and Figure 4.10 the strategic producer following the installed capacity increment
of wind generation and offering strategically raises the total expected profits even though

the conventional units show losses due to their declined scheduled production.

4.4 Reliability test system (RTS) case

4.4.1 RTS data

The proposed algorithm is applied to a new case based on the IEEE one-area RTS pre-
sented in Figure C.2 (Appendix C). Now, the system includes four wind generating units j
of which j1 belongs to strategic producer. Thus, not only the conventional units i1 — 8

but also the wind unit 51 can be used by strategic producer for exercising market power.

Table 4.18: Capacity [MW] energy blocks [MWHh] production scenarios [MWh] and cost offers
[€/MWHh] of wind power units j

wind power units j | capacity WY WAy lAaX wir wiEL Wi
j1 (strategic) 200 100 60 40 200 100 50
j2 (non-strategic) 200 100 60 40 200 100 50
J3,j4 (non-strategic) 150 80 50 20 150 75 30
cost ¢jz | cfT 0 0 0 0 0 0

The total wind power capacity is 700 MW representing the 17.07 % of the total 4.1 GW
installed capacity. The uncertainty of wind production is realized through three scenarios
wl, w2 and w3 with occurrence probability 0.2, 0.5 and 0.3 respectively. Information for

total capacity, offered energy blocks, real time production scenarios, and their relevant costs
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is presented in Table 4.18. Information for conventional units’ technical data is given in
Table C.3. Additionally, a total demand of five energy blocks 2.35, 0.1, 0.1, 0.1 and 0.1
GWh respectively is distributed among 17 buses as depicted in Table C.4. Each demand

block follows the utility cost shaped in Table B.1(Appendix B).

4.4.2 RTS results

Applying the proposed MILP, the clearing prices in both DA and balancing markets are
raised compared to those under marginal cost offer. Figure 4.11 and Figure 4.12 show the
market price formation for DA and RT market respectively throughout the 24-hour period.
Considering scheduled production and profits, when the strategic producer exerts market
power, it reduces the dispatch energy of the conventional units ¢ making room for more
scheduled wind generation. However; the total scheduled production of units ¢ and j1 is
lower as presented in Table 4.19. On the other hand, the total profits, as expected, show a

truly remarkable growth as can be seen in Table 4.20.

—&— strategic offer Vn
R 2 cost offer Vn
20
19 :
= 18| :
=
= 17 h
w
E 16 |-
g 15f :

13 | | | | | | | | | | |
0 2 4 6 8 10 12 14 16 18 20 22 24

time period

Figure 4.11: Day-ahead market clearing prices in RTS case
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Figure 4.12: Balancing market clearing prices in RTS case

Table 4.19: Scheduled production [MWh]| of strategic units in the one area RTS case

11 12 13 14 9 16 i7 18 total ¢ 71 total ij

cost offer 1,104.0 984.0 1,104.0 0.0 4,152.0 3,720.0 9,600.0 3,720.0 | 24,384.0 | 3,000.0 | 27,384.0

strategic offer | 782.0 7844  683.0 0.0 3,690.2 3,041.4 9,257.2 3,068.4 | 21,306.6 | 4,147.2 | 25,453.8

Table 4.20: Expected profit [€] of strategic producer in the one area RTS case

il i2 i3 4 b i6 W7 i8 | totali | jl | total ij
cost offer 3169 3,160 3,160 0 15,162 13,043 80,894 12,976 | 131,581 | 30,434 | 162,016
strategic offer | 5,487 5,498 4,541 0 29,720 27,381 118,657 27,024 | 218,307 | 39,225 | 257,533

4.5 Computational issues

The proposed MILP (4.47) — (4.96) has been solved on an Intel Core i7 at 2.7 GHz and 16
GB RAM using CPLEX 12.5.1/GAMS 24.1.3. Similarly to the algorithm presented in Chap-
ter 3, the computational time increases with the number of the wind generation scenarios and

the complexity of the network. However, the existence of the decision variables Vle;cA and W;ff
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A 6-bus system [JRTS MPEC for conventional and wind generation portfolio
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Figure 4.13: CPU time [sec|] for MPEC models under different number of wind scenarios

in the objective function (4.1) of the strategic producer introduces new KKT equality con-
straints in the MPEC. In addition to the above, the existence of the non-linear terms
APAW DA NETWEA and AETWST in the same objective function and OPAWRA OFTwhA
and OfTWfff in the objective function (4.2) of the ISO increases the mathematical burden
of linearization process, thereby increasing further the computational time shown in Fig-
ure 4.13. Finally, the process for the calculation of the constants M associated with the
disjunctive constraints of the proposed MILP is similar to the process presented in section

3.6.

4.6 Conclusions

In this Chapter an MPEC model is proposed to derive optimal offering strategies for a
conventional and wind generation portfolio of a producer who participates in a pool-based
electricity market. The model considering energy-only markets optimizes jointly energy
dispatch and balancing regulation through a two-stage stochastic programming and generates

endogenously local marginal prices as dual variables of the energy balance constraints at day-
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ahead and balancing stage. The model is also based on stepwise supply and demand function
curves and takes into account only wind power production uncertainty. The application of
the proposed algorithm on two different networks results in higher profits for the strategic
producer identifying the optimal offer prices for both dispatch and reserve procurements.
It also gives information about how by changing the blend of the conventional production
the producer can use line capacities and system congestions for its benefit, thus maintaining
or even increasing the expected profits. Finally, the model provides details about the way
the producer can take advantage of a probable increment in wind power installed capacity
rearranging the mixture of scheduled production and raising the expected profits even in
case of wind power production spillage.

Based on the proposed MPEC, the following Chapter will introduce an EPEC to model
the interaction between more than one strategic producer (multi-leader single-follower game)
and identify market equilibria under line congestions and different levels of wind power

penetration.
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This Chapter investigates the interaction between power producers with conventional
and wind generation portfolios participating in a network-constrained pool-based market.
A stochastic bi-level problem is introduced to model the strategic behavior of each sin-
gle producer. The upper-level problem maximizes the producers’ expected profits and the
lower-level problem optimizes the jointly cleared energy and balancing market under eco-
nomic dispatch. Market participants’ offers are modeled using linear stepwise curves, and
the stochastic wind power generation is realized through a set of plausible wind scenarios.
The bi-level problem is recast into an MPEC with primal-dual formulation using the KKT
optimality conditions and the strong duality theorem. The joint solution of all strategic pro-
ducers” MPECs constitutes an equilibrium program with equilibrium constraints (EPEC).
The EPEC is reduced into an equivalent MILP by using disjunctive constraints. Different
objective functions are applied to the final MILP to define the range of market equilibria, and
a single-iterate diagonalization process is used to justify those equilibria that are meaningful.

The proposed model is applied in 2-bus and 6-bus systems.
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5.1 Introduction

Sections 3 and 4 present MPEC models for solving single-leader single-follower Stackelberg
games when a strategic producer (leader) maximizes its expected profits anticipating the
market clearing by the ISO (follower), who receives exogenously the producer’s decisions as
fixed even if in fact it could affect the leader’s decision. However, considering that there
are more than one producer who act strategically and recognizing the gaming incentives of
these market dominant producers to avoid expected profit losses an EPEC is introduced to
model a multi-leader single-follower game. According to the model, strategic producers with
conventional and wind generation portfolios compete with each other trying to maximize
their expected profits while at the same time seeking any equilibrium among them. Thus,
the EPEC formulation concerns the finding of meaningful equilibria in a pool-based market
among strategic producers’” MPECs which have a common lower level problem. Specifically
each MPEC embeds the optimization problem of the ISO which is expressed through its
primal-dual conditions.

Contrary to the relative algorithms introduced by Ruiz et al. (2012), the proposed EPEC
takes into account wind generation considering a jointly cleared energy and balancing market.
In relation to Baringo and Conejo (2013) and Zugno et al. (2013) the wind power producers
behave strategically in both DA and RT markets. Regarding Kazempour and Zareipour
(2014), the model incorporates multi-bus networks giving the ability to analyze market
equilibria under transmission line congestions. Additionally, with the use of stepwise offering
functions in DA market the model puts a price premium on upward and downward reserves
to further align the algorithm with energy-only markets. Compared to Dai and Qiao (2017),
the model incorporates wind power spillage, improving economic and technical specifications
of the market clearing mechanism. It also uses a single-iteration diagionalization method
to identify market equilibria simplifying the computational process. Finally, in relation to
Kazempour and Zareipour (2014) and Dai and Qiao (2017), the algorithm applies several

objective functions to EPEC defining the range of market equilibria. In addition, in the
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case of the non-linear objective function of producers’ total expected profits maximization,
the linearization is achieved without using any binary-expansion method, thereby further
decreasing the computational burden.

The contribution of this Chapter is fivefold:

i) Development of a stochastic MPEC with primal-dual formulation to model the behavior
of each strategic producer participating in a co-optimized energy and balancing pool
market.

ii) Construction of an EPEC based on the joint solution of all strategic producers’ MPECs
to find market equilibria taking into account several types of market competition.

iii) Efficient recast of the EPEC without approximations into an equivalent MILP solvable
by commercial solvers.

iv) Consideration of both conventional and wind power generation which is offered by
strategic producers through linear stepwise curves.

v) Analysis of the impact of large scale of wind integration on market equilibria consid-
ering transmission line congestions, and different levels of wind power penetration and

volatility.

5.2 EPEC model

5.2.1 Problem statement

This Chapter investigates the interaction between power producers with conventional and
wind power generation portfolios participating in a jointly cleared energy and balancing
electricity pool market. To analyze market equilibria, we initially introduce a single-leader
single-follower bi-level complementarity model to represent the strategic behaviour of each
producer. The upper-level problem maximizes the expected profits of the producer (leader),

which depend on the DA and RT market clearing prices received at the lower-level problem.
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The lower-level problem represents the market clearing process ensuing the system economic
dispatch (minimum cost of energy dispatch) conducted by independent system operator
(ISO) (follower). The market clearing process facilitates an hourly auction where producers
and consumers submit their offers in form of energy blocks/prices and it is formulated as two-
stage stochastic programming co-optimizing energy dispatch and reserve deployments. The
first stage accommodates the clearing process of DA market and derives optimal scheduled
energy and DA market prices obtained as dual variables. The second stage facilitates the
clearing process of RT market, which is conducted through the probabilistic realization of all
wind power generation dependent scenarios and derives expected reserve deployments and
RT prices (Morales et al., 2012). Subsequently, considering the differentiability and convexity
of the lower-level problem, the bi-level model is recast into a single-level MPEC with primal-
dual formulation by replacing the lower level problem with its Karush-Kuhn-Tacker (KKT)

equality conditions and the associated strong duality equality. The simultaneous formulation

strategic o e strategic
producer (sl) N producer (s)
(lcadcrg ' Offers (leadcr)(
exp. profit max. [ cxp. profit max.
A A
_ :  Market price
Offers :

Offers
Energy '

[SO (follower)

market clearing

Figure 5.1: Multi-leader single-follower game

of all strategic producers’” MPEC constitutes a multi-leader (producers) single-follower (ISO)
game and constructs an EPEC model by substituting all the MPEC models with their KK'T

optimality conditions. Figure 5.1 illustrate the structure of the game. Finally, the resulted
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EPEC is linearized by replacing its KK'T complementarity constraints with linear disjunctive

ones (Fortuny-Amat and McCarl, 1981), thereby reducing further the EPEC in an equivalent

MILP solvable by commercial solvers like CPLEX in GAMS.

5.2.2 Bi-level model

To determine the optimal offering strategies for each single producer the following bi-level

complementarity problem is proposed:

Upper-level problem
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Lower-level problem

minimize Z Ay Z T, OMPr? — Z 7, Odewnydown
; Z OPAWDA Z r O (wRT Z )

Jw
- Z ug L+ m,VOLLyLY, (5.9)

dk dw
subjected to (2.3) — (2.18) (5.10)

The objective function (5.1) minimizes the negative expected profits of each strategic pro-
ducer which are determined by the revenues of the conventional and wind generating units in
DA market, the revenues (gain or losses) from the upward or downward reserve deployments,
and the wind power surplus or shortfall generation in RT market minus the actual incurred
cost. The purpose of the negative formulation of the expected profits’ maximization is to
render the objective function compatible with the mathematical transformations that will

follow. =% {PLGIS b WEA o r? i W

(eI (ze[s)w’ i€lS)w? ' (jETS)w
OF

} and Z° {OLezstEﬁpezsy
Odown O

(ieT9)) e JS)} are the sets of all prime variables of the upper level problem. It

(JeI9) s

should also be noted that the 4-th, the 6-th and the 7-th term of (1) are derived from
)\R

nw up down RT SP _

> om e Y m e a3 x (W - ) respec

(i€ls)w (i€lf)w (GeJISw

tively. The constraints (5.2)—(5.5) enforce the acceptable offering de(:151ons for the conven-

tional and wind energy blocks as well as the non-decreasing offering curves in DA market. The
constraints (5.6)—(5.8) enforce the price decisions for the upward/downward reserves and
the wind power offered in RT market. The objective function (5.9) of the lower-level problem
clears the DA and RT markets minimizing the total expected cost of the system operation
which consists of: a) the scheduled conventional and wind production cost at the DA market,
and b) the cost or savings of the scenario dependent upward and downward reserves, the wind

surplus or shortfall generation, and finally the cost of wind power spillage and load shedding
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in real time operation, minus ¢) the utility of the demand. Alternatively, the ISO seeks to
maximize the total social welfare. Z = {P4 WRA LA i rdown WD L3 69,600} is the

set of all ISO’s decision variables. Finally constraint (5.10) considers all the constraints of

the market clearing precess (2.3) — (2.18) as presented in section 2.4.

5.2.3 MPEC formulation with primal-dual constraints

Considering the continuity and differentiability of the non-linear constrained lower-level prob-
lem, the auxiliary Lagrangian function can be used to convert the problem into an uncon-

strained one. Additionally, the decision variables Op4, OFA, OiF

i, Odown and OfT of each
producer are received as parameters by the ISO, rendering the objective function (9) of the
lower-level problem linear and therefore convex. Within the above context the lower-level
problem can be replaced by its first order optimality conditions in the form of the primal-
dual formulation instead of the equivalent KKT optimality conditions. The former offers
computational advantages reducing the mathematical burden of the forthcoming derivation
of strong stationary conditions due to the absence of the KKT complementarity conditions

of the lower-level problem with the form 0 < g(x) Ly > 0. Thus, the initial bi-level model is

recast into the following MPEC model:

minimize (5.1) (5.11)

EuUuzEOuEDb

subjected to :
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0 <O, o] VieJds (5.14)
Onty <0 oY) Vie V> f2 (5.15)
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Hiw s Rjw s Rjw s Vaw s Vdw nm > Snmw> Snmw> Pn 9 Pn 5 Prw s Prw s (n|:n1)7¢(n|=n1)w} is
the set of all dual variables of the lower-level problem. Equations (5.12) — (5.18) and
(5.19) — (5.35) correspond to the primal constraints of the upper-level and lower-level prob-
lem respectively. The constraint (5.36) applies the strong duality theorem which enforces
equality between the optimal prime and optimal dual objective functions. The equalities
(5.37) — (5.45) which are the partial derivatives of the Lagrangian function with respect to
prime variables Pg4, WEA LEA il pdown WeP - L5h 62 and 6y, and the inequalities
(5.46) — (5.57) correspond to the dual constraints of the lower-level problem. Finally, it
should also be noticed that contrary to the dual variables of the lower-level problem which

)\RT
are common to all producers (for example the market clearing prices AP4 and —2), the
T
dual variables of the MPEC are producer specific which is why they include the subscript s.

This way it is more probable to detect market equilibria (Ruiz et al., 2012).
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5.2.4 EPEC formulation

To identify market equilibria the MPECs of all producers are solved jointly forming an EPEC

model. The latter can be represented by the KKT optimality conditions of all MPEC’s as

follows:
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0<> LA —LE1omer >0 Vs,Vd, Yw (5.130)
k
0 < B (02— 82,) + TMAX [ gmin >0 Vs Vn,Vm € O, (5.131)
0<TMAX _ B, (02— 02)LEMT >0 Vs,¥n,Ym € O, (5.132)
0 < Bum (0o — Oes) + THAX LEMIn >0 Vs, ¥n,¥m € O,,Yw (5.133)
0 < TMAY — B (Bpw — One) LET >0 Vs,Yn,¥m € ©,,Yw (5.134)
0<62+7mlpmm >0 Vs, Vn (5.135)
0<m—001pm® >0 Vs, Vn (5.136)
0 < 6p +7Lpl" >0 Vs, Vn, Vw (5.137)
0<7T—0nulpl®® >0 Vs, Vn, Yw (5.138)
0<aminlamn >0 Vs Vi, Vb (5.139)
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0<amelgme >0 Vs, Vi,Vb (5.140)
0<pminlBly >0  Vs,ViVf (5.141)
0< BB >0 Vs, Vi,V f (5.142)
0 < Aminymin >0 Vs Vd,Vk (5.143)
0 < Apes g >0 Vs, Vd, Yk (5.144)
0<emnlenn>(0 Vs Vi Vu (5.145)
0<emazgmar >0 Vg Vi Vw (5.146)
0<Omn19"" >0 Vs, Vi,Vw (5.147)
0<@mer 16" >0 Vs, Vi, Vw (5.148)
0<pmin L gmin >0 Vs, Vi, Vw (5.149)
0 < pmer L gmee >0 Vs, Vi, Vuw (5.150)
0 < KPP LRDS >0 Vs, Vi, Vw (5.151)
0 < KMoz JFmar > (0 Vs Vj, Vw (5.152)
0 <yminipmin >0 Vs Vd,Vw (5.153)
0<pymez | pmer > () Vs Vd, Yw (5.154)
0<emn " >0 Vs, Vn,¥m € O, (5.155)
0<gmar | €7 > Vs, Vn,Vm € 0, (5.156)
0<emin g™ S0 Vs, Vn,Vm € O,,Vw (5.157)
0<gmae ] & > Vs, Vn,Vm € 0,,Vw (5.158)
0<pminlpmin>(0 Vs Vn (5.159)
0<pme]pmee >0 Vs Vn (5.160)
0 < pmin | pmin > () Vs, Vn, Vw (5.161)
0 < prar | prer > () Vs, Vn, Vw (5.162)

Considering the constraint (5.58), constraints (5.19),(5.20),(5.34) and (5.35) correspond
to primal equalities, constraint (5.36) enforces the strong duality theorem equality while

constraints (5.37)—(5.45) correspond to dual equalities. Constraints (5.59)—(5.107) are the
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KKT equality conditions which correspond to the first order partial derivatives of the La-
grangian function L, of the MPEC model with respect to its prime variables (which are the
prime and dual variables of the bi-level model). Finally, constraints (5.108)-(5.162) are the

KKT complementarity conditions of the MPEC model.

5.2.5 EPEC linearization

The constructed EPEC’s constraints include non-linearities which stem from:

i) The non-linear terms OPAPP4, OPAWDRA, O r, Ofevnydown ORTW LA and OFTW T
in equality (5.36).
ii) The complementarity conditions (5.108)—(5.162).
iii) The products of the dual variable XET of the strong duality theorem equality with

several variables in equalities (5.59)—(5.69) and (5.71)—(5.76).

The non-linear terms of case (i) are eliminated by substituting the strong duality theorem
equality (5.36), which derives from the primal-dual formulation, with the equivalent KKT
complementarity conditions of the bi-level model’s lower-level problem. The aforementioned
complementarity constraints are the products of the lower-level model inequalities with their

corresponding dual variables as shown below:

0<PYALQM™ >0  Vi,Vb

0 < PYAY — pDA | gmar >0 Vi, Vb
0 < WHALBH™ >0 V5, Vf

0< WA —whiALgnes >0 ViVf
0< LEALym™ >0  vd,Vk

0 < LMAX _ [DA| ymar >0 Vd,Vk
0<rPle™ >0 Vi, Vw

0 < RESYP —ri? Lem™ >0 Vi,Vw
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0 < pdown]gmin >0 Vi Vw (5.170)
0 < RESPOWN _ pdown | gmaz > 4 W (5.171)
0< )Y PN PP lu® >0 ViV (5.172)
b b
0< ) PPA—rfom L™ >0 Vi,V (5.173)
b
0<WELE" >0 Vj,Vw (5.174)
0<WIT—WELEI™ >0 Vj,Vw (5.175)
0< L 1vr™ >0  Vd,Vw (5.176)
0<> LR =Ly lvp >0  Vd,Vw (5.177)
k
0 < B (65— 62) + TMAXLEM™ >0 Vn,Vm € O, (5.178)
0 < TMAX — B, (62 — 62,) LEM™ >0 Vn,Vm € O, (5.179)
0 < Bum (Onw — 6mw) + T LEM™ >0 VYn,Vm € 6,,Yw (5.180)
0 < TMAX — B (One — Omw) LEMT >0 Vn,Vm € ©,,Yw (5.181)
0<8 +mlp™ >0 Vn (5.182)
0<m—=62Lp®™® >0 Vn (5.183)
0< bpy +7Lp"" >0  Vn,Vw (5.184)
0<7m—0pulpid® >0  Vn,Vw (5.185)

The complementarity constraints (5.108)—(5.162) of case (ii) and the complementarity
constrains (5.163) — (5.185) can be substituted with equivalent linear disjunctive constrains

of the general form (Fortuny-Amat and McCarl, 1981):

0<g(x), 0<p, gla)<MPz, p<M(1-z) (5.186)

where MP and MV are constants related to prime and dual variables respectively and z €

{0,1} is a binary variable. The full deployment of the EPEC’s linear disjunctive constraints
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is presented in Appendix A.3. The calculation method of constants is similar to this followed
in sections 3.2.4 and 4.2.4 and discussed in detail in section 6. Finally, the non-linearities
of case (iii) are eliminated by parameterizing the dual variable ;\\fT which is common to all
non-linear terms. Moreover, the fact that the variable is unique for each producer s renders
its parameterization the most appropriate to define effortlessly the feasible region of the

problem (Ruiz at al., 2012).

5.2.6 Market equilibria

The constraints of the EPEC model (74)—(123) and (125) have a mixed-integer linear form;
however, the latter keeps all the EPEC’s characteristics and can therefore derive multiple

solutions. To explore different equilibria, the following problem structure is proposed:

I(APT) mazximize objective function
fu=ousryzd

subjected to (5.58)—(5.107), (A.3.1)—(A.3.158) (5.187)

Where =2 is the set of dual variables of the MPEC model. The problem TI(APT) is param-

eterized in XSDT and it can receive several objective functions which define the properties of

each contextual equilibrium. In this analysis two objective functions are considered. The

first represents the total expected profits (TEP) of all producers:

TEP = > AQAPJ,?A—Z% SR P Y 1

(i€1n)b ib (GETn)f

E RT up § : up up
+ )‘nw W ﬂ-w

(i€ln)w

RT down down down
- § )\nw iw + § TwC; Tiw

(ZEIn

R R DA s
+ )N (W Ty W) —ngj) (5.188)
f

(J€EIn)w
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The aforementioned objective function is non-linear due to the products of the market clear-
ing prices AP4 and AET (dual variables) with the relative power generation (prime variables).
The non-linearities can be eliminated by using the strong duality theorem equality (5.36),
the MPEC’s equality conditions (5.37), (5.38), (5.40), (5.41), (5.42), and the lower-level
problem’s complementarity conditions (5.163) — (5.166) and (5.169) — (5.175) and following
the process presented in Appendix A.4. Thus, the objective function (5.188) is reduced to

an equivalent linear one with the following form:

TEP = Z udkLiA — Z Cib]Dl-?A

dk b

. Zﬂ_w up,. uP + Zﬂ_wcdown down _ Z WMORTW]‘IE,T
iw (jeJ¥w

~> m,VOLL4LY, Z ma [ MAX
dw

Y g iam - Y v o)
n(meOy) n(meBn)w

- Z w o) = Y m (o + o) (5.189)

nw

rendering the non-linear H(X?T) problem into an MILP problem.
The second objective function represents the total expected social welfare (TESW) of the

market and has the form:

TESW = Z uge L5 — Z cinPYA Z TwCi Ty

+ Z T cdownpdown Z mVOLLdLZZ (5.190)

It must be noted that function (5.190) expresses the real total expected social welfare in
contrast to function (5.9) as now the producers offer at their marginal cost (wind generation

is cost free) instead of their strategic offers OF4, OPA, O, O™ and OFT.
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5.3 2-bus system case

5.3.1 System data

The proposed algorithm is applied in a two-bus system illustrated in Figure 5.2. The
conventional unit 71 and the wind unit 51 belong to the producer sl and the units 2 and 52
belong to the producer s2. Technical data for the conventional units ¢ are provided on Table
5.1. Columns 2 to 5 indicate the two energy blocks offered by each unit and their respective
marginal costs. The next two columns indicate limitations in upward and downward reserves,

and the last two columns contain the reserve deployment costs respectively.

i2 32 d2

nl

di il

Figure 5.2: 2-bus system

Table 5.1: Data for the conventional generating units

units PZ%AX P%QAX Cibl Cib2 RESYP | RESPOWN ci? cdown
(MWH] | [MWH] | [€/MWh] | [€/MWh] | [MW] | [MW] |[€/MWh] | [€/MWh]

11 25 25 17 21 25 25 21.5 16.5

12 25 25 19 23 25 25 23.5 18.5
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Table 5.2: Demand energy blocks and utility costs

demand | LY4% | LIaX Ug 1 U, k2
(MWH] | (MWh] | [€/MWh] | [€/MWh|

dl 40 20 22 19

d2 40 20 25 20

The two wind units j are similar, and each one has installed capacity 10 MWh which
is offered in one energy block. Their uncertain production is realized through two wind
scenarios w1 (high production) 10 MWh, and w2 (low production) 2.5 MWh with occurrence
probability 50% each. The system has also two demands d1 and d2. The demand blocks and
their respective utility costs are presented in Table 5.2. Finally, the value of lost load is 200
€/MWh for both demands and the line transmission capacity is 100 MW with a susceptance

9.142 per unit.

5.3.2 Uncongested network

Based on the above information, we examine four types of equilibrium. The first type
considers perfect competition (competitive equilibrium) where all the producers offer at
their marginal cost. The second one corresponds to a monopolistic market (monopoly equi-
librium). In this case, all the generating units belong to one producer and the results
are obtained by solving the MPEC model. The third and fourth types represent equilib-
ria derived by the EPEC model setting the values of /)ISDIT and XSDQT equal to 3 arbitrarily.
The former solves the EPEC opting the (5.190) as objective function maximizing the to-

tal expected social welfare (TESW equilibrium), and the latter solves the EPEC using the
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Table 5.3: Day-ahead and real-time market clearing prices [€/MWh]| in uncongested network

ot | g | M | ML [ ML | ML

Tt T2 Tl T2

perfect competition 21 21 18.5 21.5 18.5 21.5
monopoly 25 25 0 50 0 50
TESW maximization | 22 22 0 44 0 44
TEP maximization 25 25 0 50 0 50

Table 5.4: Energy, reserves and consumption [MWh]| in uncongested network

PRE [ WA | PRE | WRY | LRk | L | s | i [ ik | v
perfect competition | 25;10 | 10 25;0 10 40;0 | 40;0 15 0 0 0
monopoly 25:0 | 0 |10:0| 5 | 0.0 | 40,0 | 0 5 0 10
TESW maximization | 25;10 | 10 25;0 10 40;0 | 40;0 15 0 0 0
TEP maximization 25;0 0 10;0 ) 0;0 | 40;0 0 ) 0 10
Table 5.5: Expected profits [€] in uncongested network
11 g1 12 72 sl 52 Total
perfect competition 103.75 | 129.38 | 50.00 | 129.37 | 233.13 | 179.37 | 412.50
monopoly 242.50 | 62.50 | 155.00 | 62.50 | 305.00 | 217.50 | 522.50
TESW maximization | 307.50 | 55.00 | 75.00 | 55.00 | 362.50 | 130.00 | 492.50
TEP maximization 242.50 | 62.50 | 155.00 | 62.50 | 305.00 | 217.50 | 522.50

(5.189) as objective function maximizing the total expected profits of all producers (TEP

equilibrium). Table 5.3 depicts the configuration of the DA and RT market clearing prices.
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As expected under exercise of capacity withholdings in monopoly and TEP equilibrium, the
market exhibits the highest prices. It should be noted that the price of these equilibria
coincide. At the same time, the market prices in TESW equilibrium are quite lower than
those in monopoly and TEP but higher than those in competitive market. Considering energy
production as shown in Table 5.4, under TESW equilibrium, the producers cover demand of
80 MW similar to that in perfect competition. However, exercising financial withholdings,
they raise the DA price at 1 €/MWh increasing the total profits in DA market. In addition,
in low wind scenario w2 the total scheduled wind generation of 20 MWh in DA market
creates a need of 15 MWh upward reserve to balance the system which is now paid at 44
€/MWh increasing the total expected profits compared to those of competitive equilibrium
as shown in Table 5.5. On the other hand, in monopoly and TEP cases the producers acting
identically restrict the DA production meeting only 40 MWh of demand at the price of 25
€/MWh. Additionally, in high wind scenario wl, the low scheduled wind generation of 5
MWh results in a surplus of 15 MWh. However, the producers are called to pay for their
downward reserve deployments at zero price . As a result, the total expected profits reach

the highest level of 522.5 €.

5.3.3 Searching for market equilibria

Scanning the feasible region of the EPEC for probable equilibria the variable XfT is
parameterized from 0.1 to 3 for both producers s1 and s2. It should be noted that AP7 is
positive considering the constrains (5.104), (5.105), (5.159) and (5.160). Figure 5.3 presents
the EPEC results maximizing the TEP objective function. It can be seen that there are
four subsets of XﬁT and ABT which correspond to four market equilibria. In equilibria

(a), (b) and (c) the producers cover a demand of 40 MWh; however, they follow different

136



Nash equilibria in pool market

Chapter 5

510
505
500
435
450

[Ty ]
[ ]
[Pe s ]

syjoud pajoadx]

485

480

51

ADT

0.5

0.5

DT
’1.92

~

Figure 5.3: Total expected profits as a function of A27 and A7
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Figure 5.5: Offer curve for (a) equilibrium [A27 = ABT = 0.5]
35
30 .
= 25 i
=
= 20| —
~ |
L2 | |
s 15/ : | l
2 10| | | 1
DA A ; A A : A
s WIA PR PR+ PEi - PR
j I I
0 | |
0 20 45 95 120

production [MWh)|

Figure 5.6: Offer curve for (d) equilibrium [A37 = AB7 = 0.2]

offering strategies. In equilibrium (a) at DA market as shown in Figure 5.4, producer sl
offers the first conventional energy block at marginal cost ensuring the total dispatch of the
block and withholds any further production by offering at a price higher than the utility cost
of L%ﬁ( . Producer s2 covers the rest of the demand block by offering its first conventional

and wind energy block at a price equal to utility cost 25 €/MWh defining actually the DA

138



Chapter 5 Nash equilibria in pool market

market price. In equilibrium (¢) the producers shape the DA price by offering their wind
energy at 25 €/MWh while the producer s2 withholds the production of unit 2 completely
as depicted in Figure 5.5. On the other hand, in equilibrium (d) the producers cover a
demand of 80 MWh. In this case, they do not exercise any market power with their wind
units whose scheduled generation is offered at zero price; therefore, it is fully dispatched.
Finally, the DA market price is formed by the increased offers of the second conventional
block of producer sl and the first block of producer s2 at the price of 22 €/MWh covering

the bid of the L%ﬁ( demand block as shown in Figure 5.6.

5.3.4 Congested network

Keeping XQT and XSDQT equal to 3 the line capacity is reduced to 10 MW. In this case under
perfect competition and TESW maximization the line still facilitates the energy transmission,
and the buses show DA and RT prices similar to those of uncongested network. However,
under monopoly and TEP maximization the system becomes congested, and LMPs emerge
as presented in Table 5.6. The TEP equilibrium leads the producers to change the mixture

of their production covering 65 MWh of demand. As illustrated in Table 5.7, they recognize

Table 5.6: Day-ahead and real-time market clearing prices [€/MWHh| in congested network

o | | Mo | MLy | Mok | N

Tt T2 Tl T2

perfect competition 21 21 18.5 21.5 18.5 21.5
monopoly 22 25 0 44 0 50
TESW maximization | 22 22 0 44 0 44
TEP maximization 22 25 0 44 0 50
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Table 5.7: Energy, reserves and consumption [MWh]| in congested network

PRS [ WRS | PRI | WRH | T | L | vt | it | v | v
perfect competition | 25;10 | 10 25;0 10 40;0 | 40;0 15 0 0 0
monopoly 25:0 | 5 | 250 | 10 | 250|400 | 75 | 0 | 25 | 5
TESW maximization | 25;10 | 10 25;0 10 40;0 | 40;0 15 0 0 0
TEP maximization 25:0 5 25;0 10 25:0 | 40,0 | 7.5 0 2.5 5)
Table 5.8: Expected profits [€] in congested network

11 g1 12 72 sl 52 Total
perfect competition 103.75 | 129.38 | 50.00 | 129.37 | 233.13 | 179.37 | 412.50
monopoly 211.25 | 55.00 | 223.75 | 62.50 | 266.25 | 286.25 | 552.50

TESW maximization | 307.50 | 55.00 | 75.00 | 55.00 | 362.50 | 130.00 | 492.50
TEP maximization 211.25 | 55.00 | 223.75 | 62.50 | 266.25 | 286.25 | 552.50

a further arbitrage opportunity and increase the scheduled wind energy from 5 to 15 MWh
compared to uncongested case. Thus, under low wind scenario wl they deploy a total
7.5+ 2.5 = 10 MWh of upward reserves at price of 50 €/MWh raising their total expected
profits at the highest of 552.5 €as shown in Table 5.8. Finally, it should also be noted that

once again monopoly and TEP equilibria results coincide.

5.3.5 Justifying market equilibria

The results derived from the EPEC solution do not always constitute Nash equilibrium
points as they can be either local maxima or saddle points. Considering game theory, in
Nash equilibrium no producer can benefit by changing its actual strategy unilaterally; con-
o

sequently, an EPEC solution is Nash equilibrium if the received values of set =% (producers’

offering variables) and set = (ISO’s decision variables) maximize simultaneously each pro-
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ducer’s expected profits under system economic dispatch. Therefore, to verify if an obtained

solution is equilibrium or not, the below single-iteration diagonalization process is followed.

Receiving the EPEC solution for specific /):ET the results for the producer sl are set fixed

and used to solve the MPEC for the producer s2. If the EPEC and MPEC results for the

producer s2 coincide, then the EPEC solution determines a Nash equilibrium.

5.4 6-bus system case

5.4.1 6-bus system data

The proposed EPEC model is also applied to a 6-bus system as depicted in section

3.4.1 Figure 3.2. The system accommodates eight conventional units ¢ two wind power

units j and four demands d. Table 5.9 presents technical data for the conventional units.

Table 5.9: Data for conventional generating units

units il i2 i3 i i5 i6 i i8
capacity [MwW] | 155 100 155 197 350 197 197 155
Py [MWH] | 5425 25 5425 6895 140  68.95 6895 54.25
Py [MWh] | 3875 25 3875 4925 9750 49.25 49.25 38.75
P [MWh] | 31 20 31 394 5250 394 394 31
Py [MWh] | 31 20 31 394 70 394 394 31
Cint [€/MWh] | 992 1860 992 11.09 19.20 10.08 10.08 11.46
Cinz [€/MWh] | 1025 2003 1025 1142 2032 10.66 10.66 11.96
Cins |[€/MWh| | 1068 21.67 10.68 16.06 21.22 11.09 11.09 13.89
Cim [€/MWh] | 1126 2272 11.26 1624 2213 1172 11.72 1597
RESUP [MW) 0 100 10 40 90 20 20 40
RESPOWN [ pw] 0 100 10 40 90 20 20 40
P |[€/MWh| | 1176 23.22 11.76 16,74 23.63 1222 12.22 1647
¢lown €/ MWh] | 942 1810 942 1059 1870 958 958  10.21

)
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Table 5.10: Distribution and data for demand

demands dl d2 d3 d4
factor [%] 19 27 27 27
Lya* [MWh] 171 243 243 243
LyAX [MWh] | 475 675  6.75  6.75
LiAx [MWh] | 475 675  6.75  6.75
LiAx [MWh] | 475 675  6.75  6.75
LMAX [MWh] | 475 675  6.75  6.75

uarp  [€/MWH| | 19.922 22.628 22.628 25.000
Uare  [€/MWH] | 19.532 20.876 20.876 24.968
uars  [€/MWH] | 19.232 20.606 20.606 22.628
Uare  [€/MWH]| | 18932 20.378 20.378 20.876
Uiws  [€/MWH] | 18.806 19.922 19.922  20.606

The first two rows refer to units and their power capacities. The next eight rows refer to
the offered energy blocks and their respective marginal costs. The last four rows provide the
units’ upward and downward generating capacities and their respective deployment costs.
It can be seen that, units 71, 3, ¢6 and <7 are cheap with limited reserve flexibility, units
14 and 8 are cheap with relative reserve flexibility, and units ¢2 and ¢5 are expensive but
with high flexibility. The two wind power units j1 and 52 are located at bus n2 and n5 with
installed capacity 150 MW and 100 MW, and their scheduled production is offered in one
block. The units’ stochastic generation is modeled through three scenarios, w1l (high) with
150 and 100 MWh, w2 (medium) with 75 and 50 MWh, and w3 (low) with 30 and 20 MWh
and occurrence probability 0.2, 0.5 and 0.3 respectively. A total demand of 1 GWh is shared
among the buses as presented in Table 5.10. Each demand is bid by five energy blocks (rows
from 3 to 7) at their respective utility costs (rows from 8 to 12) with a value of lost load
equal to 200 €/MWh for all demands.It should be pointed out that the demand bidding
prices in the right area of the system are higher than those in the left area; therefore, power
is expected to flow from left to right. Finally, all circuit lines have a transmission capacity

of 500 MW with susceptance 9.412 per unit.
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5.4.2 Uncongested network

Two strategic producers are considered in a duopoly market. Units units i1 — 74 and j1

belong to producers sl and units ¢5 — ¢8 and 52 belong to producer s2. For the purpose of

this study, the values of AB” and ABT are set equal to 2.5. We examine equilibria under cost

optimization (competitive market), TESW and TEP maximization. The outcomes for DA
and RT market clearing prices, scheduled production, and expected profits are presented in

Table 5.11, Table 5.12 and Table 5.13 respectively.

Table 5.11: Day-ahead and real-time market clearing prices [€/MWHh]| in uncongested net-
work

RT RT RT
)\DA /\n,wl /\n,wZ >‘n,w3
n
Twl Tw2 Tw3

competitive | 12.673 | 9.260 | 11.760 | 16.470
TESW max. | 18.806 | 3.510 | 22.630 | 22.630
TEP max. 22.628 0 28.285 | 28.285

Table 5.12: Scheduled conventional and wind production [MWh]| in uncongested network

il |32 i3 id | g1 |45] 46 | a7 | 8 | j2 | sl | s2 | total
competitive | 155 | 0 | 149.8 | 118.2 | 30 | 0 | 177 | 177 | 93 | 100 | 453 | 547 | 1,000

TESW max. | 155 | 0 | 149.8 | 1182 | 30 | 0 | 177 | 177 | 93 | 100 | 453 | 547 | 1,000
TEP max. 155 | 0 93 0 73510 0 | 197|124 | 100 | 321.5 | 421 | 742.5

Table 5.13: Expected profits [€] in uncongested network

1 12| 13 14 Jl ) 16 17 18 j2 sl 52 total
competitive 349 | 0| 352 | 182 | 867 | 0 | 391 391 116 | 578 | 1,751 | 1,475 | 3,226

TESW max. | 1,299 | 0 | 1,303 | 956 | 1,158 | 0 | 1,536 | 1,536 | 796 | 772 | 4,716 | 4,640 | 9,356
TEP max. 1,892 | 0 | 1,325 | 220 | 1,315 | 60 | 265 | 2,380 | 1,496 | 876 | 4,752 | 5,077 | 9,829
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Figure 5.7: Day-ahead cumulative offer curve in TESW equilibrium

Table 5.14: Covered demand [MWHh] in uncongested network

dl d2 d3 d4 Total
competitive 190 270 270 270 1,000
TESW max. 190 270 270 270 1,000
TEP max. 0 243 243 256.5 | 742.5

In competitive and TESW equilibria the scheduled production is identical covering the 100%
of the demand. Nevertheless, in TESW equilibrium the producers are paid at higher prices.
As can be seen at Figure 5.7, the cumulative offer curve meets the demand at the price
of 18.806 €/MWh, which coincides with the wg; x5, the lowest bid demand energy block.
Thus, the total expected profits increase compared to competitive equilibrium. On the
other hand, as expected, in TEP equilibrium market price configurations and total expected
profits are higher than those in competitive and TESW equilibria. As shown in Table 5.14,
the producers meet the 74.25 % of the total demand avoiding coverage of energy blocks of

demand d1 which are bid at low prices. Figure 5.8 depicts the DA cumulative offer curve
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Figure 5.8: Day-ahead cumulative offer curve in TEP equilibrium

in TEP equilibrium. This way, producers cover high offered demand with low cost units as
now the medium cost units ¢4 and i6 are not scheduled for DA production. However, the
latter are involved in provision of upward reserves at the high price of 28.285 € /MWh raising
the producers’ profits as the increased scheduled production of wind unit j1 now creates a

further need for positive regulation in medium and low wind scenarios.

5.4.3 Congested network

In uncongested network, the maximum power flow from bus n3 to bus n6 is 271.56 MW.
The line capacity is now reduced at the level of 200 MW. In this case, the system becomes
congested leading to different LMP’s in all equilibria. As seen in Table 5.15, in competitive
and TESW equilibria the producers change the mixture of production covering again all
the demand. However, in competitive equilibria, the congested network introduces a more
intense competition on the left area of the system, where the generation prevails, resulting in
left area average DA market price, as illustrated in Table 5.16, lower than the uniform price
18.806 €/MWh of uncongested case. Thus, even though the generating units i4, i8 and j2,
located at the right area, sell at a higher price there is a decrease in the total expected prof-

its of producers as shown in Table 5.17. On the contrary, in TESW equilibrium the congested
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Table 5.15: Scheduled production [MWh| with line 3 — 6 capacity limited to 200 MW
1l | 42 13 4 gl | dd 16 17 18 | 2 s1 52 total
competitive | 155 | 0 | 123.23 | 131.57 | 71 | 0 | 177 | 118.2 | 124 | 100 | 480.8 | 519.2 | 1,000
TESW max. | 155 | 0 | 123.23 | 131.57 | 71 | 0 | 177 | 118.2 | 124 | 100 | 480.8 | 519.2 | 1,000
TEP max. 124 | 0 | 54.25 | 157.55 | 150 | O | 118.2 | 177 0 | 100 | 485.8 | 395.2 | 881

Table 5.16: Left and right area average DA prices [€/MWHh| with line 3 — 6capacity limited

to 200 MW

left area average A\P4 | right area average \P4
competitive 11.448 15.292
TESW max. 18.992 19.922
TEP max. 20.373 22.628

Table 5.17: Expected profits [€] with line 3 — 6 capacity limited to 200 MW

il |2 | i3 id | g1 |di5| 6 i7 8 | 52 | sl | s2 | total
competitive | 159 67 | 606 | 850 | 0 | 305 | 58 | 404 | 707 | 1,682 | 1,474 | 3,156
TESW max. | 1,328 1,090 | 1,287 | 1,269 | 0 | 1,662 | 1,065 | 1,053 | 861 | 4,974 | 4,641 | 9,615
TEP max. |1,260 | 12| 596 | 1,820 | 1,707 | 0 | 1,425 | 1,786 | 232 | 1,125 | 5,395 | 4,568 | 9,963

Table 5.18: Covered demand [MWh]| with line 3 — 6 capacity limited to 200 MW

dl d2 d3 d4 Total
competitive 190 270 270 270 1,000
TESW max. 190 270 270 270 1,000
TEP max. 155 243 233.25 | 249.75 | 881
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Table 5.19: Scheduled production [MWh| with line 3 — 6 capacity limited to 50 MW

il [i2| i3 | i4 | 41|45 | i6 | i | i8 | j2 | sl s2 | total
competitive | 155 | 25 | 54.25 | 157 | 54 | 0 | 177 | 25.75 | 124 | 100 | 445.25 | 426.75 | 872

TESW max. | 155 | 0 | 54.25 [ 157 | 85 | 0 | 177 | 25.75 | 124 | 86 | 451.25 | 412.75 | 864
TEP max. 155 | 0 0 157 | 85 | 57 | 177 0 93 | 95 397 422 819

Table 5.20: Expected profits [€] with line 3 — 6 capacity limited to 50 MW

11 12 | i3 4 J1 9 16 7 18 j2 sl 52 | total
competitive | 217 | 27| 19 | 2,311 | 881 0 718 | 16 | 1,539 | 853 | 3,455 | 3,126 | 6,581

TESW max. | 325 | 0 | 108 | 2,216 | 735 0 824 | 161 | 1,400 | 994 | 3,384 | 3,379 | 6,763
TEP max. 1,642 1 0 | 91 | 2,001 | 1,446 | 261 | 1,995 | 175 | 1,243 | 910 | 5,080 | 4,584 | 9,664

Table 5.21: Covered demand [MWh]| with line 3 — 6 capacity limited to 50 MW

dl d2 d3 d4 Total
competitive 190 256 176.25 | 249.75 | 872
TESW max. 190 256 168.25 | 249.75 | 864
TEP max. 159.25 243 167 249.75 | 819

line works profitably for the producers as both left and right area average DA market prices
are raised compared to uncongested equilibrium increasing slightly the producers’ expected
profits. Considering the TEP equilibrium, the producers rearrange the scheduled production
covering also part of the demand d1 as seen in Table 5.18. Hence the increased conventional
production in combination with the scheduled over-production of wind unit j1, which creates
need for more expensive regulation at balancing stage, keeps the total expected profits at

high-rise level despite the fact that the formed market prices are lower compared to the
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uncongested case. Table 5.19, Table 5.20 and Table 5.21 provide energy and expected profit
results when the line 3 — 6 capacity is further limited to 50 MW. It can be seen that contrary
to the previous case, TESW and TEP equilibria become less profitable. The line bottleneck
prevents the cheap energy produced in the left area from being transmitted to the right.
Therefore, less demand is covered in the right, and even if units ¢4 and ¢8 are more involved
in scheduled production showing the highest earnings in all cases, the total expected profits
of producers drop. Nevertheless, as in all previous cases, the TESW equilibrium profits

remain higher than those of competitive equilibrium and less than those of TEP one.

5.4.4 Impact of wind generation increment on TEP equilibrium

To study the effect of the wind power penetration on the TEP equilibrium and the
expected profits of generating units we consider only the wind unit 51 at bus n2 and set
again the values of APT and ABT equal to 2.5. Tt should be reminded that 7 is a low
cost unit with limited reserve flexibility while i4 and {8 are more expensive units but with
increased reserve flexibility. The capacity of the wind unit increases gradually from 5% to
30% of the total installed capacity. The uncertain generation at each level of penetration
is modeled through three scenarios which correspond to 100%, 50% and 30% of wind unit’s
capacity with probability occurrence 0.3, 0.5 and 0.2 respectively.

Figure 5.9 presents the scheduled wind unit production in DA market and the expected
wind power spillage. It can be seen that, scheduled wind production increases steadily as
more wind power is integrated into the system. Up to 12.5% of wind penetration spillage is
zero as the system can offer reserves sufficiently. However, as the wind penetration rises fur-
ther the system becomes inadequate to provide the appropriate balance regulation, thereby
increasing the wind spillage. As a result, there is a drop in wind power absorption depicted by
the decline of the scheduled production curve gradient just after the 20% of wind penetration.
This reflects also on wind unit’s expected profits. As shown in Figure 5.10, the profits increase

gradually, however, they show a stagnation beyond the 25% of wind penetration increment.
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Figure 5.10: Expected profits of wind unit j1 [€]
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Figure 5.12: Expected profits of unit i4 [€]
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Considering the conventional unit 7, the expected profits shown in Figure 5.11 remain
initially stable as the wind power penetration displaces high cost generation. Nevertheless,
as the penetration continues to increase, the unit starts to lose business exhibiting a gradual
drop in earnings. On the other hand, as presented in Figure 5.12 and Figure 5.13, units
14 and 8 follow a different pattern. The units are more expensive; thus, their scheduled
production reduces from the very low level of wind power integration, leading to a constant
fall in expected profits. However, as the need for reserves increase with the increase of wind
penetration, the units become more involved in reserve supply, recovering part of their lost

expected profits.
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5.5 Impact of wind generation volatility on TEP equilib-
rium

To investigate how the wind generation volatility affects the TEP equilibrium results, we
consider the previous market settlement of the subsection 5.4.4. The capacity of wind unit
j1 is now 350 MW corresponding to a 19% of wind power penetration. The expected wind
power production is 190 MW with three gradually increasing values of expected standard

deviation o equal to 34.641, 59.431 and 87.187 MW respectively.

Table 5.22: Wind generation volatility impact on TEP equilibrium

og=234.641 | 0 =59.431 | 0 = 87.178
expected wind spillage [MWHh)| 0 3.27 26.46
wind unit’s total expected profits [€] 3,450 2,859 2,751
conventional units’ total expected profits [€] 6,658 7,486 7,928
producers’ total expected profits [€] 10,118 10,345 10,679

The EPEC outcomes are presented in Table 5.22. It can be seen that, as the volatility
increases, the expected wind power spillage increases as well, resulting in a continuous loss of
wind unit’s expected profits. On the contrary, the unstable wind production gives advantage
to conventional units as the increased demand for conventional scheduled energy and reserves
expands their expected profits. Finally, the continuous increase of wind generation volatility
results also in constant raise of all producers’ total expected profits, leading gradually in

costlier equilibria.

5.6 Computational issues

The final MILP model has been solved using CPLEX 12.5.1/GAMS 24.1.3 on an Intel
Core i7 at 2.7 GHz and 16 GB RAM. Contrary to the MPEC models in Chapters 3 and 4
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where the GAMS option OptCR is set 0 in the case of EPEC the OptCR is set 0.1. Thus,

actually the relative optimality criterion asking CPLEX to stop when:

(|BP — BF|)
(1.0e — 10 + | BFY)

<0.1 (5.191)

Where BP determines the best possible integer solution and BF' expresses the objective
function value of the best integer solution found so far (Rosenthal, 2018). Table 5.23 presents
the computational (CPU) time needed at each case. The CPU time increases with the
complexity of the network and the objective function as the TEP objective function is more
time demanding compared to the TESW one. The CPU time also increases with congestion
as well as with larger number of wind scenarios. However, the computational burden is
lower compared to Dai and Qiao (2017) since the proposed algorithm does not use any

multi-iteration diagonalization process.

Table 5.23: CPU time [sec]

2-bus system 6-bus system

uncongested | congested | 12 scenarios | uncongested | congested | 12 scenarios
TESW max. 0.195 0.576 0.335 1.800 11.897 63.990
TEP max. 0.368 0.678 2.891 4.720 30.530 4,520.574

Finally, the process for the calculation of the constants M associated with the disjunctive
constraints used for the linearization of the proposed EPEC is similar to the process presented

in section 3.6.
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5.7 Conclusions

This Chapter provides an EPEC model to derive meaningful equilibria in a pool-based mar-
ket with high penetration of wind power. Initially an MPEC is constructed to explicitly
model the strategic behavior of each producer. The MPEC optimizes jointly energy dis-
patch and reserve procurements through a two-stage stochastic programming. The MPEC
generates endogenously LMPs as dual variables associated to the energy balance equalities
at DA and RT stage. The algorithm also uses stepwise supply and demand offer functions
and considers only wind generation uncertainty. The simultaneous solution of all MPECs
formulates an EPEC model. The latter is recast into an equivalent parametrized MILP
whose selected objective function determines the characteristics of the derived equilibria.
Scanning the results in an ex-post analysis, a single-iteration process is used to justify mean-
ingful equilibria. The received results show that the higher the collusion between producers,
the higher the market clearing prices and the higher the expected profits even though the
production is lower. The results also show that the producers change the mixture of their
production to retain or even increase their expected profits in cases of congested network. In
case of wind power increment a slice of the earnings is transferred to wind power producers.
However, if the system is not reserve sufficient, part of wind generation may spillage slowing
down the expected profit growth of wind power producers. On the contrary, conventional
units show losses in profits due to their reduced production volume even if reserve flexible
units could retrieve part of them. Finally, high wind generation volatility is less profitable
for wind power units as portion of their generation may not be absorbed, thereby increasing

dispatch energy and reserves, and as result the expected profits of the conventional units.
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Conclusion and future research

The integration of large scale renewable power generation has brought a paradigm shift
in the electricity system operation. The stochastic nature of RES has led the conventional
units to run intermittently, increasing their operational cost. In addition, the merit-order
effect (prioritization of RES) lowers the market prices and displaces the more expensive
conventional units. In the above context, this thesis addresses the price-making behavior of
a power producer seeking to offset its expected profit losses. The producer participates in a
pool-based market which accommodates significant amounts of wind power generation and
clears jointly energy and reserves under economic dispatch. For this purpose, two MPEC
models are developed to derive optimal offering strategies for a producer with a conventional
only as well as a conventional and wind generation portfolios. Finally, an EPEC model
is proposed to investigate the interaction between producers who act strategically and to

identify meaningful Nash equilibria in the market.

6.1 Conclusions

Considering the strategic behavior of a price maker producer, the relevant conclusions

drawn form the application of the proposed MPEC models are enumerated below:

1) Exercising market power, the strategic producer offers part of its conventional capac-
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ity at high price increasing the profits from DA market even if the producer curtails
dispatch production. In addition, the producer exploits arbitrage opportunities ap-
pearing between DA and RT markets and defines the appropriate reserve deployments
to balance the system. This way, the producer has the ability to arrange dispatch and
balancing procurements through the coupling between DA and RT stage maximizing
its total expected profits.

When the strategic producer exercises market power with wind generation portfolio as
well, then it recognizes a new arbitrage opportunity. Therefore, the producer proceeds
to a further withholding of conventional dispatch and gives space for more DA wind
power dispatch anticipating an increase in upward reserve supply at even higher prices.
As a result, even if wind power generation profits show a decline, the producer’s total
expected profits increase.

Capacity limits of transmission lines can be used by the strategic producer as a tool
to maintain or further increase its expected profits. Thus, there are lines that the
strategic producer congests by changing the mixture of its production. This way,
LMPs appear at system’s buses. Some LMPs are higher than the uncongested network
uniform price, thereby increasing the producer’s total expected profits. On the other
hand, congested lines, which incur losses for the strategic producer, can be rendered
uncongested keeping the expected earnings stable.

Having a conventional and wind generation portfolio, the strategic producer can take
advantage of a probable increment in wind power installed capacity rearranging the
mixture of scheduled production and raising the expected profits even in case of wind

power production spillages.

Considering the interaction between strategic producers, the results of the EPEC models

show that:

5)

The lower the degree of competition in the market the higher the prices and the higher
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the expected profits. Actually, under maximization of all producers’ expected profits
the EPEC results coincide with the those of a monopoly.

In congested networks, the producers behaving strategically cover more demand with
lower prices at some buses compared to uncongested networks, thereby retaining or
even increasing their total expected profits.

In case of wind power increment, a slice of the earnings is transferred to wind power
producers. However, if the system is not reserve sufficient, part of wind generation
may spillage slowing down the expected profit growth of wind power producers. On
the contrary, conventional units show losses in profits due to their reduced production
volume even if reserve flexible units could retrieve part of them.

High wind generation volatility is less profitable for wind power units since portion of
their generation may not be absorbed, thereby increasing dispatch energy and reserves,

and eventually the expected profits of the conventional units.

6.2 Contributions

The main contributions of the thesis are summarized below:

1)

In Chapter 3 a stochastic bi-level model is developed to derive optimal offering strate-
gies for an incumbent producer with conventional generation portfolio. The upper-level
problem maximizes the expected profits of the aforementioned producer and the lower-
level problem minimizes the operational cost of the system.

In Chapter 4 the bi-level model is extended considering a strategic producer with
conventional and wind generation portfolio.

Supply and demand offers are modeled by using linear stepwise curves, and the uncer-
tainty of wind production is realized through a set of plausible wind power production

scenarios.
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4)

10)

11)

12)

The market clearing mechanism is network-constrained, thereby growing the compu-
tational abilities of the models.

A premium is imposed on generation cost offers in RT markets to reward the producers
for balancing the system, thereby aligning further the models with energy-only markets
and preventing market clearing multiple solutions.

Both bi-level models are efficiently recast into MPEC models by replacing the lower-
level problem with its KK'T optimality conditions. Following this the KKT comple-
mentarity conditions are replaced by linear disjunctive constraints, thereby reforming
the MPECs into equivalent MILPs solvable in global optimality by commercial solvers.
The objective functions of the MPECs are linearized without any approximations avoid-
ing the introduction of extra binary variables. This way, the proposed algorithms
reduce their computational burden rendering more sophisticated networks tractable.
Best offering strategies can be developed for the DA market based on the derived
scheduled energy dispatch and reserve deployments as well as on the endogenously
produced DA and RT market clearing prices. The prices are received as dual variables
of their respective energy balance constraints.

In Chapter 5, an EPEC model is introduced to find Nash equilibria among price-
making producers participating with conventional and wind generation portfolios in a
pool market.

The EPEC is based on the joint solution of all strategic producers’ MPECs which are
constructed with a primal-dual formulation to reduce the mathematical and computa-
tional load of the algorithm.

Diverse objective functions are applied to the EPEC considering the degree of compe-
tition in the market to find alternative Nash equilibria.

The two MPEC models are illustrated with a 6-bus system, and the analysis is per-
formed taking into consideration wind uncertainty, transmission line congestions, and

different levels of wind power penetration. The MPECs are also applied to the more
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realistic one-area (24-bus) RT'S system to show their applicability.

13) The EPEC model is illustrated in two case studies: 2-bus and 6-bus systems. Since
the EPEC identifies stationary points which could be either Nash equilibria, saddle
points, or local minima, a single-iteration diagonalization process is used in an ex-post

analysis to justify whether the received solution constitutes Nash equilibrium or not.

This thesis also led to three published articles in JCR (Thomson Reuters) journals and

one article under publication listed below:

1) Tsimopoulos, E. G., & Georgiadis, M. C. (2019). Strategic offers in day-ahead market
co-optimizing energy and reserve under high penetration of wind power production:
An MPEC approach. AIChE Journal, 65(7), 16495

2) Tsimopoulos, E. G., & Georgiadis, M. C. (2019). Optimal strategic offerings for a
conventional producer in jointly cleared energy and balancing markets under high pen-
etration of wind power production. Applied Energy, 244, 16-35.

3) Tsimopoulos, E. G., & Georgiadis, M. C. (2020). Withholding strategies for a con-
ventional and wind generation portfolio in a joint energy and reserve pool market: A
gaming-based approach. Computers €& Chemical Engineering, 134, 106692.

4) Tsimopoulos, E. G., & Georgiadis, M. C. (2020). Nash equilibria in electricity pool
markets with large scale of wind power integration: An EPEC approach. Furopean

Journal of Operational Research(under publication).

In addition, parts of this work have been included in international conference proceedings

as follows:

1) Tsimopoulos, E. G., & Georgiadis, M. C. (2019). An MPEC model for Strategic Offers
in a Jointly Cleared Energy and Reserve Market under Stochastic Production. In

Computer Aided Chemical Engineering (Vol. 46, pp. 1633-1638). Elsevier.
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2)

Tsimopoulos, E. G., & Georgiadis, M. C. (2020). Wind and Thermal Generation
Portfolio: Optimal strategies in Energy-only Pool Markets under Wind Production

Uncertainty. In Computer Aided Chemical Engineering. Elsevier. in press

6.3 Recommendations for future research

Exertion of market power is inherently hard to prove whereas the continuous growth

of stochastic generation makes this effort much more complicated. The extensions of the

proposed models considering the strategic offering problem could be numerous; however, the

most notable are summarized below as an entreaty for further research.

1)

One drawback of the stochastic bi-level modelling refers to the employment of a par-
simonious wind generation scenario range. Thus, an adequate representation of wind
generation volatility by the usage of greater number of scenarios and relevant reduc-
tion techniques is essential for a more accurate evaluation of the strategic producer
performance (Dupacova et al., 2000; Morales et al., 2009; Wang et al., 2012).
Considering different degrees of risk-avert offering strategies, conditional value at risk
(CVAR) can be incorporated into the formulation of the decision-making problem (Kar-
dakos et al., 2015). Furthermore, for optimal solution in a worst-case realization, the
proposed models can involve adaptive robust optimization in a max-min-max structure
of the problem substituting the wind power generation scenarios with polyhedral gen-
eration uncertainty sets and using a Bender’s decomposition hyperplane cutter (Conejo
et al., 2006; Bertsimas et al., 2011, 2012; Ning and You, 2019).

The proposed models could incorporate inter-temporal constraints such as units’ ramp-
up and ramp-down limitations extending the scope of the algorithms to multi-period
auctions (Moiseeva et al., 2014). They could also involve solving methods to deal
with non-convexities such as unit minimum power production limitations and unit

commitment decisions of start-up and shut-down (Kleniati and Adjiman, 2015).
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4) In this thesis, only wind production uncertainty is considered; however, units’ pro-
duction costs and failure rates as well as consumer demand could also be modeled as
uncertainties.

5) Finally, within the context of RES integration, future research could focus on the
critical role of energy storage as a hedging tools to offset system imbalances. Thus,
the proposed models could be extended including storage in the strategic generation

portfolio (Shahmohammadi et al., 2018).
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Appendix A

Linearization of MPEC and EPEC

models

This Appendix illustrates the linearization process of the proposed MPEC and EPEC
models. More specific, A.1 and A.2 provide the algebraic transformations of the non-linear
strategic producer’s objective functions for the MPEC models presented in Chapters 3 and 4
respectively. Similarly, A.4 provides the linearization of the EPEC’s objective function which
considers the total expected profits (TEP) of all strategic producers and it is presented in
Chapter 5. The linearizations are attained with the use of some KKT equality constraints
and the application of the strong duality equality corresponding to each bi-level model’s
lower-level problem.

Finally, A.3 presents the formulation of the non-linear KK'T complementarity constraints
of the EPEC model as linear disjunctive constraints based on the transformation proposed

by Fortuny-Amat and McCarl (1981).
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A.1 MPEC’s objective function (3.4) linearization

To eliminate the nonlinear terms \PAPDA NETp P qnq \ETpdown of NIPEC’s objective func-

tion (3.4), the below process is followed:

for the term A\PAPDPA the KKT equality (3.5) results in

A = ORM + ap™ — o™ + Z pnet — Z it Vi€ IS b (A1)

multiplying by PP4 gives

Z )\DAPDA Z ODAPDA+ Z Oéma:pPDA Z amznPDA

(ieI)b (z€Is)Hdb (ieI)b (ieI$)b
Z (Z Iuma:r) PDA Z (Z umzn) PDA (A12)
(i€IS)b (i€IS)b w

from the KKT complementarity condition (3.21)

ap"PRt =0 Vi¥b = Y ap"Ppt=0 (A.1.3)

ib

from the KKT complementarity condition (3.22)
O[Z;ZMSPZ‘QA = Q?ZGIP%AX Vi Vb = Z amamPDA Z OémazPMAX (A14)

from the KKT complementarity condition (3.31)

u PR = SR i v =

Z (Zum(u’) Pzi)A _ Z (Zlumaa:) PMAX Zﬂmamrgi (A15)

from the KKT complementarity condition (3.32)
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Pty T PP = et i Y =y (Z u’Z") PR =" pmrpiee (AL6)
b b w w
hence the (A.1.2) becomes

Z )‘SA-PfL?A: Z Z ma:p MAX

i€IS)b i€lS)b (GeI$Hdb
n

+ Z (Z Iumax) PMAX Z Iuma:): up _ Z szlnngwn (Al?)

(i€I8)b (iels)w (i€lf)w

RT ruP
)\ Tiw >

for the term the KKT equality (3.9) produces

M = O + erar — emin 4 ymee g € [9 Y (A.1.8)

multiplying by r;¥ gives

YooM= )0 O+ Y At = Y Al Y pieril (AL9)

(i€lf)w (1€lf)w (telf)w (1€lf)w (ielf)w

from the KKT complementarity condition (3.27)

eminryp -0 Vi, Vw = Emmr?‘p =0 (A.l.lO)

w ! iw w iw
w

from the KKT complementarity condition (3.28)

enRESIY = ept i ViVw = Y eMTRESIT = et (A.1.11)

iw iw iw iw
W

thus the (A.1.9) becomes

S OMNIRE= 3 w0+ Y erRESYT + > i (A.1.12)

(iel)w (ielS)w (ielS)w (i€ls)w
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for the term A\ETrdown the KKT equality (3.11) leads to

CABT g Qo g grax _ gmin 4 min g e TS vy, (A.1.13)

down

multiplying by r{5“" gives

- § )\RT down __ E T Odown down 4 E emam down
nw Tiw w

(i€l (i€1F)w (eL)w
Z Qmm doum 4 Z Mmm down (A 1. 14)
(ielf)w (i€ld)w

from the KKT complementarity condition (3.29)
om0 ViV = Zemm down (A.1.15)

w

from the KKT complementarity condition (3.30)

emaxREsDOWN _ emax down VZ Vi = Z emaxREsDOWN Z ema:c doum (A116)

zw
w

thus the (A.1.14) becomes

. Z )\ﬁf ;i:})wn: Z ,ﬂ_deown doum_'_ Z Qmam down (A117)

(i€lf)w (i€lf)w (ielf)w

Using the expressions (A.1.7), (A.1.12) and (A.1.17), the expected profit of strategic pro-

ducer equation (3.4) is reformed as follows:

Z _'_ Z amax MAX Z (Z ;Zaac) pPMAX _ Z ci P

(el (zeI¥)b (tel®)b (ieI®)b
+ Z T 7:le uP E mamRESiUP E TG} P UP
7,€IS 1€[S ZGIS
. § : Odown down + E Qma;L’REsDOWN + E T down down (A 1 18)
iw i wC i T
(iel¥)w (iel¥)w (iel®)w
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The application of the strong duality theorem to the ISO’s optimization problem (3.2)—(3.3),
which states that if a problem is convex, the optimal solution of the primal problem can guar-

antee an optimal and equal solution for the dual problem, results in the following equality:

§ E UP UP E down down
O + 7Tw T WWO Tiw

(ieI5)b (iel¥)w (iel¥)w
+ E ch + E T CUP UP § ToC down Zd(:)wn
(ieI°)b (1€I9)w (i€l9)w
RT RT _ Tsp
Py +wa0m Sy wz)
(j€JO)f (JETO)w f

- Z ug LA + Z 7, VOLLL -

Z )\RTwRT Z CkmcvaMAX Z CkmcvaMAX Z mawaAX

(jeJQ)w (i€I®)b (i€I©)b (jeJO)f
_Z ZlnamLMAX Z E;ZarRESiUP_ Z EZ-Z(MRESZUP
(el¥)w (€I0)w
Z emaxREsDOWN Z emaxREsDOWN Z (MzzaxZPZ]yAX)
(ieI8)w (i€I9)w (i€I®)w b
-3 () - S sV
(i€I9)w b
D D e (R R D T (TR
n(meOy) n(meBn)w
=Sl ) - Sl ) (A.1.19)

nw

keeping the non-linear terms on the left part of equality the (A.1.19) is rearranged as:

Z O + Z 7_(_w()up up _ Z 7]_wodown ld::wn:

(tel®)b (1el¥)w (iel¥)w
_ Z Cib Z T CUP “P Z T, Cdoum cloum
(i€I©)b ('LEIO)w (iel9)w
RT RT sp
SRR M UG DR
(jeJO)f (JEJO)w f

+> ugLht =Y 7, VOLLLY:
dk dw
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2 )\RTW}%T E : amax MAX_ E amax MAX_ E ﬁmax MAX

(jeJQ)w (i€I5)b (i€I9)b (j€JO)f
o Z ,YgrlzgazLﬁl\iAX _ Z E?;a:cRESzUP - Z EzzaxRESiUP
dk (GE€IS)w (i€1)w
Z HmaIRESDOWN Z gmaacREsDOWN Z (“zaa: Z Pi]lyAX)
(ielS)w (i€I9)w (iel)w b
_ Z (,U/:Zam Z Pz‘]bVIAX> . Z K;Z;aij]iT
(i€I9)w b (jEJO)w
- D TR - > Tt (e + &)
n(meo,) n(meOy,)w

- Z ) = (e + ) (A.1.20)

nw

Substituting the non-linear terms OFAPPA, OFr? and Odewrydown of (A.1.18) for the

right part of equality (A.1.20), the non-linear objective function (3.4) of the strategic pro-

ducer is reduced to the equivalent linear expression:

up up down down
— E cin P, g TG, + § TwC; Tiw

(ieIS)b (iel¥)w (ier5)w

_ Z CszDA Z e P up + Z e doum ;lucj)wn
(1i€I9)b (iEIO)w (1€I9)w

X e 3 (W - wh - w)
(eI f (j€TO)w f

+ Z ugp LEA — Z 7, VOLL4LY!

Z /\RTwRT Z amaax MAX _ Z maacWJ]\J{AX

(eI )w (1€I9)b (jeJO)f

_Z CTlrLa:z:LMAX Z E;ZaxRESZ-UP— Z Q;Z)axRESiDOWN
(i€l9)w (i€l9)w

. Z (sz)aacz MAX) . Z H;?UGJ;W]ZT

(i€el9)w (j€JO)w
= D TRNE ) - Do T (Enl + 6l

n(meBy) n(meBny)w
S w4 ) = S w4 ) (AL2)
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A.2 MPEC’s objective function (4.4) linearization

nw ZUJ ? nw 7,0.)

To eliminate the nonlinear terms AD4PP4, ADPAW DA NET b \RTpdown \FTy DA and - AETWSE
of objective function (4.4), we follow the process below:

for the term A\PAPDPA the KKT equality (4.5) results in

A = ORM + afp™ — o™ + Z pne — Z pt Vi€ IS b (A2.1)

multiplying by PP4 gives

Z )\DAPDA Z ODAPDA+ Z Oéma:pPDA Z amznPDA

(GeI)b (1eI¥)b (ieI¥)b (ieI5)b
Z (Z Iuma:r) PDA Z (Z umzn) PDA (A22)
(i€I5)b (i€IS)b w

from the KKT complementarity condition (4.23)

ap"PRt =0  Viel' Vb = > ap"Pgt=0 (A.2.3)

(ieIS)b

from the KKT complementarity condition (4.24)

O[?gam_PigA = O'/;Zaxpi]yAX Vi € ]S b = Z amaxPDA Z amaxP]VIAX (A24)

(ieI5)b (ieI®)b

from the KKT complementarity condition (4.33)

Iu:zz)ax Z R?A _ quzuam Z ]Di]g/[AX u;v:}aaz up Vi € IS’vw =

’LUJ

5 zzuﬁm>PDA_ S (S ) - 5 e o

(ieI%)b w (ieI%)b (ielS)w

from the KKT complementarity condition (4.34)
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M:Zln Z ]Dzlb)A _ Nzr:}zn Zd“(j)wn Vi e IS’vw —

b
Z (Zumzn> PDA Z M?Z}mpiown (A26)

(i€I®)b w (1el¥)w

hence the (A.2.2) becomes

Z AfA_PZi)A_ Z DAPDA—I— Z amawPMAX

(ieIS)b (ieI5)b (ieIS)b
+ Z (Z max) PMAX Z :Zam Zﬁ? Z Mmzn down (A27)
(1eI¥)b w (i€l¥)w (iel)w

for the terms ~ APAWHA  and  AFTWHA | the KKT equality (4.7) results in

AA =N NI =05t — OFF + g — it Vi e Jy S (A.2.8)

multiplying by W/ gives

> AW = Y AﬁE(ZWﬁA) S owhA- Y ofw
f

(GeIDf (GeI)w (GeI9)f (eI
Z maa: _ Z Bmm DA (A29)
(eI f (eI f

from the KKT complementarity condition (4.25)

BErWiA =0 VieJSNVf = ) gwit=0 (A.2.10)
(GeI9f

from the KKT complementarity condition (4.26)

Bmax Bmax MAX \V/Z.EJS,\V/f: Z Bmaa: e Z 6maac MAX (A211)

(JeJ®)f (JeIo)f

hence the (A.2.9) becomes
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S e 3 OE(Swp) = 3 opwt 3 o

(JeI)f (JeJZIw (jeJs)f (jeJ®)f
Z max MAX (A212)
(jeJS)f
for the term \ETr? the KKT equality (4.10) produces
MNP — 7 ,OP  enar — gmin y mae Vi€ I° Vw (A.2.13)
multiplying by ;¥ gives
S - Y mopie Y
(iels)w (iel¥)w (iel¥)w
= DAt Y mend (A-2.14)
(iel¥)w (iel®)w
from the KKT complementarity condition (4.29)
et =0 Viel'Vw = ) el =0 (A.2.15)
(tel¥)w
from the KKT complementarity condition (4.30)
e RES!Y = i Vi€ IS Vw = Y erRESIT = Y aierit (A2.16)
(iel’)w (ielS)w
thus the (A.2.14) becomes
ST = N w0+ Y e RESIT 4 ST ey (A.2.17)

(i€lf)w (1€l¥)w (1€l¥)w (i€l¥)w

for the term A\ETrdown the KKT equality (4.13) leads to
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_)\RT _Wdeoum + emax glfgzn + :U“ZLUZ” Vi € [;;J”vw

down

multiplying by r{5“" gives

RT down _ down doum max down
E )\nw iw - E O + § 0

(i€lf)w (iel¥)w (iel¥)w

_ Z emm down + Z Mmm down

(iel¥)w (iel¥)w

from the KKT complementarity condition (4.31)

szn down =0

w

rdown — Viel*Vw = Z gy

w
(iel’)w

from the KKT complementarity condition (4.32)

QmawREsDOWN — Hma:v down Vi c IS, Yw =

ZUJ

Z QZZaxRESiDOWN _ Z emazrdown

w
(ielS)w (ielS)w

thus the (A.2.19) becomes

RT doum _ down down max down
- E )\nw iw - E O + § 0

(ielf)w (iel¥)w (ier5)w

(A.2.18)

(A.2.19)

(A.2.20)

(A.2.21)

(A.2.22)

for the term A\ETTVP

Jw?

the KKT equality (4.14) results in
AT = _p OFT 4 gmas _ gmin e 5 Y

Jw

multiplying by W}l gives
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Z )\RTWSP Z ,ﬁwOfLTVV;p_{_ Z I{maa;WSp Z H;ﬁ}mmsulj

(jeJ3)w (jeJ%)w (jeJ%)w (jeJ%)w

from the KKT complementarity condition (4.35)

RIEWE =0 VeSS Vw o= Y /I =0

(jeJ¥w

from the KKT complementarity condition (4.36)

max sp __ , .max RT . max sp __ max RT
Kig Wi, = R Wig Vi€ J? Yw = E Kiw Wi, E K Wig

(jeJ%)w (jeJS)w
thus the (A.2.24) becomes
RT 1578 RTyx78 maz 17 BT
Y MW Y oMW Y
(eIg)w (je%)w (jeJ%)w

(A.2.24)

(A.2.25)

(A.2.26)

(A.2.27)

Using the expressions (A.2.7), (A.2.12), (A.2.17), (A.2.22) and (A.2.27) we reformulate the

objective function (4.4) as follows:

Z O + Z Ckmaaﬁ MAX

(ieI5)b (i€I5)b

+ Z(iefg)w Hiey' < > PMAX) Z(iels)b cin Py

Z O W Z OJRTVVij Z max MAX

(GeI%).f (Ges)f (jeIS)f
+ Z ﬂ_woup up Z maxRESiUP Z Tl P up
(iels)w (iel®),w (iel¥)w
_ Z Odoum down+ Z efgaxRESiDOWN + Z e cdown Zgwn
(ielf)w (1el¥)w (iel)w
RTyy/RT RTyy7sp max g7 RT

+ )0 MNIWEN - N pofwE 4 > ke wh

(JET3)w (€T )w (jeJS)w

(A.2.28)

According to strong duality theorem if an optimization problem is convex the duality gap
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is zero. Thus, the optimal solution of the primal problem is equal to the optimal solution
of the dual problem. Applying the strong duality theorem to the lower-level optimization

problem (4.2) — (4.3), the following equality is formed:

DA DA up up down down
g Py + E 7O, T, g T, 07" el

(tel®)b (1el¥)w (iel¥)w
RT RT DA S
£y o Zm@@%—Z%—%@
(jeJsS)f (jeJSw
+ Z CszlbDA + Z e P up Z e down Sl‘:)wn
(1€I9)b (i€I9)w (1€I9)w
RT RT sp
+ Z e Wit + Z MwC;j (ij _Zij _ij)
(jeJO)f (j€JO)w f

- Z ugn LD + Z m VOLLJL =

Z )\RTWRT Zamam MAX Z maxW]Tf\}[AX

(J€In)w

_ Z EZ»’ZGJ:RES{]P _ Z QZJ’LJaa:RESiDOWN Z Iumaz ( Z MAX)

w

mazx MAX max RT
- Z Lap™ = D WG

Jw
Z TMAX ZLT:LH + max Z TMAX :er:z} + Z:Zi)
n(meOBy) n(meBn)w
= m(o o) = Yo + ) (A.2.29)

Transferring the linear terms from the left to the right part of the equality (A.2.29) the

latter is rearranged as:

2 : 2 : up up § : down down
+ 7TUJO zw O zw

(1€I5)b (iel¥)w (zeIS)
RT RTyx7sp —

CY WS Y oMW Y nown -

(eI f (Geo)f (jeI)w
_ Z CszDA Z 7To‘)cu;lfl up | Z e down Zgwn

(1 (i€l9)w (zeIO

Z WWORTW]-?JT— Z cifW" — Z TC RTWRT

(j€I%)w (G€IONf (j€JO)w
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+ Z RTW + Z T.C RTWsp

(JeJO)f (jeJO)w

+ Z ug L = " m,VOLLLY,

dw
RTyx7RT maz p MAX ma;v MAX
Z N Wil =D Jai™ P Z Wi

(j€In)w ib

_ Z maxREsUP . ZemamRESiDOWN _ Zluzzaz<ZPMAX)

w b
2 : maxr T MAX E : max RT

Z TMAX ZLT;L’Ln + max Z TMAX :Ln’rizj + Z:ZZCJ)
n(meOBy) n(meBy )w
= omlo o) =Y (o + o) (A.2.30)

Substituting the non-linear terms ORAPP4, OfFril, Ofownriovn OPAWEA OFTWEA and

OFTW.E of (A.2.28) for the left part of equality (A.2.30), the non-linear objective function

(4.4) is recast into the following equivalent linear expression:

- § Czb E TWC; up up 4 E T, cdoum doum

(ieI¥)b (tel¥)w (iel)w

_ Z Czb Z T, P “P Z Ty daum ;i:))wn
(i€I©)b (i€I9)w (zeIO

— Z WwOfTWfiT _ Z ;W Z e RTWRT
(GeI5)w (JeIO)f (j€IO)w

+ Y W Y e RTWSP+Zuddek
(jeJO)f (jeJO)w

_ Z WWVOLLdL Z )\RTwRT Z amaxPMAX
dw (jeJQ)w (1€I°)b

. Z Bmaz MAX _ Z 6?;axRESiUP _ Z Q?J}axRESZ’DOWN
(jeJO)f (i€el9)w (i€el9)w

— Z ,uzzaw < Z MAX) Z mawLMAX Z K;}z}ax I/VJIEJT
(i€10)w dk (jEJO)w

— D TR (G gy = Y T (G + et
n(meOy,) n(meBy),w

i Z T min + p;nax) o Z (pnmiﬂ + pzlgw) (A231)
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A.3 EPEC’s KKT complementarity constraints
linearization

The KKT complementarity constraints of the EPEC model are substituted with equiv-
alent linear disjunctive constrains following the linearization process proposed by Fortuny-
Amat and McCarl (1981).

Transformation of KKT complementarity constraints (5.163)—(5.185):

0 < PPA< MPPZL Vi, Vb (A.3.1)
0<al™< MP(1—2z})  Vi,Vb (A.3.2)
0 < PYAX — pbA < MPP22 Vi Vb (A.3.3)
0<ajr < MP(1—22) Vi, Vb (A.3.4)
0<WHA < MPP23, Vi vf (A.3.5)
0< B < MYP(1—20)  VjVf (A.3.6)
0< WA — Wit <MPPzl, v vf (A.3.7)
0< Bl <M (1—z5,)  VjVf (A.3.8)
0< LA < MPPLS vd,Vk (A.3.9)
0<Amm< MP(1-25)  VdVk (A.3.10)
0 < LMAX _ DA< MPPLS  Vd,Vk (A.3.11)
0 <Amer < MUP(1—28)  Vd, vk (A.3.12)
0<r?< MPPZI Vi, Vw (A.3.13)
0<emm < MP(1—21)  Vi,Vw (A.3.14)
0 < RESYF — i < MPPZ8 Vi Vw (A.3.15)
0<eme < MP(1—28)  Vi,Vw (A.3.16)
0 < piown < MPPR) Vi Vw (A.3.17)
0<omn < MYP(1—2))  ViVw (A.3.18)
0 < RESPOWN _ pdown — pppP 100 gy (A.3.19)
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0<ors < MP(1-2%  Vi,Vw

w

MAX DA P _11 :
OSZPz'b _ZPib — iy < M7z, Vi, Vw
b b

0<pm® < MP(1-21Y  Vi,Vw

0< Zbe)A — plown < pypP 12 Vi, Vw
b

0<pi™ < MYP(1—z2) Vi,V

0< Wb < MPPZ3 Vi, Vw

0< k"< MYF(1 - 250) V7, Yw

0< W —W:h < MPP2Y Vj,Vw

0 <RI < M*P(1 - zjlé) Vg, Vw

0< Lt < MPPLE Vd,Vw

0<uvpim< MP(1—-23) Vd,Vw

0<> LA — Lyt < MPPz5  Vd, Y
k

0<vper < M°P(1—28)  Vd Vw

0 < Bum (02 — 69) + TotAX < MPC2)T - Wn,Vm € O,
0<Emin < MYY(1—27)  Vn,Vm € 0,

0 < TMAX — B, (62 —62,) < MPC28 Wn,Vm € 0,
0<gmer < MYY(1—28) Vn,Vm € ©,,

nm

0 < B (6nw — Omaw) + Tk < MPC2)0 Vn,Vm € ©,,, Vw

nmw

0<gmin < MU (1 — 21 ) Vn,Vm € 0,,, Vw

nmw nmw

0 S Té\;[nAX - Bnm (5nw - 5mw) S MpCZ2O

nmw

Vn,Vm € 0,,,Vw
0<gmae < M1 —220 )  V¥n,Vm € 0O, Yw

0<6°+7 < MPYH n

0 < pmin < MYV (1 — 22 vn

0<m—9, < Mpvsz Vn

0 < pmer < MYV (1 — 222) Vn

0 < 6pw +7 < MPV 22 Vn, Vw
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0<pp" S MY (1-270)  Vn,Vw (A.3.46)
0< T —py < MPVZE Vn, Vw (A.3.47)
0<phs® S MY (1—2p,) Vi, Vw (A.3.48)

Transformation of KKT complementarity constraints (5.108)—(5.162):

0<ORy S NPTy, Vs Viel® (A.3.49)
0 <0 4y SNV (L —20y)  Vs,Viel® (A.3.50)
0<Op* = Ot ) S NP2 Vs, Vi€ I9,Vb > b2 (A.3.51)
0<0of <N°(1-2%) Vs, Viel5Vb>b2 (A.3.52)
0<ORfy) S NP2y Vs, VjeJ® (A.3.53)
0<% SN =22 ,) Vs, VjeJd (A.3.54)
0 <O —ORt ) S NP2 Vs, Wje JSVf > f2 (A.3.55)
0<0% <N (1—2%,) Vs VjeJSVf>f2 (A.3.56)
0 <O < NP2 Vs Viel? (A.3.57)
0<o0 7 <N°(1-2%) Vs Viel? (A.3.58)
0 < Ofown < NP3 Vs, Vie I9 (A.3.59)
0 <odown < NY(1—2%) Vs, Viel® (A.3.60)
0<OFT < NPz3l Vs, VjelJ® (A.3.61)
0<0of <N°(1—-23%) VsVjeJS (A.3.62)
0< PPA< MPP232 Vs Vie 19,V (A.3.63)
0<amn< MYP(1—2%2) Vs VieI% Vb (A.3.64)
0 < PYAX — pPA < MPP23 Vs Vi€ 19,V (A.3.65)
0<ame < MP(1—2%) Vs VielI Vb (A.3.66)
0< WA < MPP22, Vs, Vje o Vf (A.3.67)
0<Bmir < MPP(1—22)  Vs,Vje S vf (A.3.68)
0 < WAY —WiA < MPP2. Vs Vje J° Vf (A.3.69)
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0<pmee < MP(1—25,)  Vs,¥je JSVf
0< LA < MPP38 Vs, Vd, Vk

0 <AmM < MP(L- %)  VsVd,Vk

0 < LEAY — LEA < MPP23T Vs, Vd, Yk

0 <A < MUP(1—233)  Vs,Vd,Vk

0 <7 < MPF3 Vs, Vi € 1%, Vw

Stw

0<emin < MP(1—-2%8)  Vs,Viel® Vw

Sstw Stw

0 < RESTP — i < MPP23) Vs, Vi € 1%, Yw

stw

0 S /E*max S MUP(l o 239

Stw siw)

Vs, Vi e I¥,Yw

0< rfjw" < MPPA0 Vs, Vi € 1%, Yw

Stw
~

0<omin < MYP(1—229) Vs Viel%Vw

Stw stw

0 < RESPOWN _ pdown < pppP o4l Vs, Vi € 1%, VYw

Stw
~

0<hmee < MP(1—22Y) Vs Viel% Vw

Stw stw

0<> PN =N PP < MPPE, Vs,Vie I8, Vw
b

Siw
b

0<amer < MYP(1—22) Vs Viel® Vw

Stw

stw

0<> PPt —riom < MPP2E, Vs Vie I% Y
b

0 S ZZZ;Z)” S M”L}P(l _Z43

Stw

) Vs, Vie % Vw

0 < Wk < MPP2 Vs, Vi € J¥ Yw

sjw

0 <A™ < MPP(1—2%) Vs, VjeJ% Vw

sjw sjw

0 < WHE — Wik < MPP25

Jw — sjw

Vs,Vj € J%, Yw

0 <A™ < MYP(1—22) Vs, Ve J% Vw

sjw Sjw

sh < MpPZ46

dw = sdw

<pmin < MUP(1— 22 ) Vs, Vd, Yw

o
IA
h

Vs, Vd,Vw

sdw

<Y LA =L < MPPR, Vs Vd,Vw
k

0<pm® < MP(1—28) Vs, Vd,Vw
0 < B (6 —62) + Tt < MPCZS - Vs,¥n,Vm € O,
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0< ES"}LZ; < MO — 28 ) Vs, Vn,Vm € O,, (A.3.96)
0 < TMAX — B, (62 —02) < MPC22  Vs,¥n,Ym € O, (A.3.97)
0< 58"}% < MUC(1— 259 )y Vs, Vn,Vm € ©,, (A.3.98)
0 < B (Onw — ) + T < MPEZ0 0 Vs, Vn,Vm € O, Yw (A.3.99)
0<Emn < MC(1—20 ) Vs, Vn,Vm € O, Yw (A.3.100)
0 < TMAX — B (Ope — Omw) < MPEZEL . Vs,¥n,Vm € O, Yw (A.3.101)
0<Ema < M1 -2 ) Vs, Vn,Vm € O, Yw (A.3.102)
0<6+7m<MPY2  wn (A.3.103)
0<prn < MYW(1—2%%) Vs, Vn (A.3.104)
0<7—62<MPVZP Vs, Wn (A.3.105)
0<prer < MYV(1—2) Vs Vn (A.3.106)
0< Gy +1 < MPVZ2L Vs, Vn, Vw (A.3.107)
0<pmin < M*V(1—22) Vs Vn,Vw (A.3.108)
0<T—6pw < MPV25 Vs, ¥n,Vw (A.3.109)
0<pmer < MPYV(1—225) Vs, Vn,Vw (A.3.110)
0 < afim < MYP228 Vs, Vie I°,Vb (A.3.111)
0<amn< M"P(1—2%) Vs, Vi€ I*,Vb (A.3.112)
0 <ajper < MYP220 Vs, Vi€ I°,Vb (A.3.113)
0<ame < MP(1—25) Vs, Vie I Vb (A.3.114)
0< B < M2 Vs,Vje o Vf (A.3.115)
0< Bl < MP(1—2%)  Vs¥jeJVf (A.3.116)
0< By < M2, VsVje JVf (A.3.117)
0<Boy <MP(1-2) Vs VjeJVf (A.3.118)
0 <Apim < MYP25, Vs, vd, Vk (A.3.119)
0 <A< MP(1—28) Vs Vd,Vk (A.3.120)
0 < yper < MUP25L Vs, Vd, Vk (A.3.121)
0 <Amar < MUP(1—25,) Vs, Vd,Vk (A.3.122)
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0 < emim < MYP LS Vs, Vi € I*,Vw

S’LUJ

0<emn < MP(1—252) Vs Viel®, Vw

Stw Stw
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0<E < MYC(1—27 ) Vs, Vn,Vm € ©,,, Vw (A.3.150)
0<pmin < M5 Vs, Vn (A.3.151)
0<pmm < MYV(1-2% Vs, Vn (A.3.152)
0<prer < MYYV2IT Vs, Vn (A.3.153)
0<pm® < M*YV(1—2T) Vs, Vn (A.3.154)
0<pmn < MYV Vs, Vn,Vw (A.3.155)
0<pmn < M°V(1—200) Vs, Vn, Vw (A.3.156)
0<pmae < MUV2TT Vs, Vn, Vw (A.3.157)
0<pre < MY(1—2T7) Vs Vn,Vw (A.3.158)

A.4 EPEC’s objective function TEP (5.188) linearization

To eliminate the nonlinear terms APAPDA ADAWDA — \ETpup - \ETpdown =3 Mgy DA
and AW of the TEP objective function (5.189), we follow the process below:
for the term A\PAPPA the KKT equality (5.37) results in

= OR g S - Vi o (A1)

multiplying by PP4 gives

Z )\gAPlgA . Z OZ%APZ?A + Z Oéma:rPDA Z OémznPDA
(i€ln)b i
+ Z (Z’umax> PDA Z (Zum'm> Png (A42)

from the KKT complementarity condition (5.163)

aminpbA — 0 ViVh = ZammPDA =0 (A.4.3)

from the KKT complementarity condition (5.164)
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O[Zr'zaxpié?A _ a;zaxf)i]l;/[AX \V/Z Vh o= Z maxPDA Z a:'zzazjj)i]g/[AX (A44)
ib
from the KKT complementarity condition (5.172)
Y PR R et v =
Z (Zumax> szA _ Z (Zumax) pMAX Zumax up (A45)
from the KKT complementarity condition (5.137)
quzuzn Z R?A _ M:::zn Zdu(jwn Vi,Vw =
b
Z (Z mm) Pzi)A Z “Zrzznp(clljown (A46)
ib w
hence the (A.4.2) becomes
Z ASAPng _ Z DAPDA + Z amaxPMAX
(i€ln)b
+ Z (Z Mmam) PZ\/[AX Z Iumax up Z M;?:)mpigwn (A47)
for the terms ~ APAWHA and  AETWOA | the KKT equality (5.38) results in
A RT DA RT max min :
ADA =N CNET = OFA — OFFF 4 grier — grin - Vj € J,, Vf (A.4.8)
multiplying by W/ gives
DAyysDA RT DAY _ RT17/DA
Sty 3 ar(Swp) = Sopwy - Sorw
(jEJ'rL)f (jeJn)w f ]f
Z Braryy . Z ﬁmzn (A49)
if

from the KKT complementarity condition (5.165)

184



Appendix A

from the KKT complementarity condition (5.166)
/Bmaa: 6maac MAX Vj,\V/f — Z mam Zﬂmam MAX (A411)
if
hence the (A.4.9) becomes
R DA DA RTyy/ DA
Sty SN Swp) = Sopwyt- Sorw
(]EJn f (J€In)w f if
Z max MAX (A412)
for the term A\Tr? the KKT equality (5.40) produces
MNAT — 7 OFP  emaw _ ¢min y max Vi, Vw (A.4.13)
multiplying by r:” gives
Z /\RT up _ Zﬂw OQuPyur A . up
(ZEIn)
Z min up+ZNmaz up (A414)
from the KKT complementarity condition (5.169)
et — 0 ViVw = Z min U ) (A.4.15)

from the KKT complementarity condition (5.170)

185



Appendix A

e RES!Y = eperit ViVw = ) e RESIT =) eptri? (A.4.16)
thus the (A.4.14) becomes
> A= Z T, O + Z €rr RESUP 4 N7 pymawyup (A.4.17)
(1€ln)w iw
for the term A\fTrdown the KKT equality (5.41) leads to
AT — g Odewn . gmar _ gmin 4 min Vie I, Vw (A.4.18)
multiplying by réo*n gives
_ Z )\fg ;igwn _ Zﬂ_deown down +ngam down
(i€ln)w
_ Z emzn down u?;inrldswn (A419)
from the KKT complementarity condition (5.170)
Qmmrfjw" =0 Vi,Vw = Z iy dow” =0 (A.4.20)
from the KKT complementarity condition (5.171)
QmamRESDOWN — emax fluc))wn Vi,Vw =
Z Hmaa:REsDOWN Z emaa: down (A421)

thus the (A.4.19) becomes
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Z )\7}35 itjwn _ Z,ﬂwodown down + Z ema:c doum (A422)
(i€ln)w w
for the term AP, the KKT equality (5.42) results in
RT __ RT mazx min .
—A = MO} + K — K Vg, Vw (A.4.23)
multiplying by W}l gives
= D AIWE == w0 Wit 4 Z KIS = KW (A.4.24)
(j€In)w Jw Jw
from the KKT complementarity condition (5.174)
RIEMWSb =0 VjiVw = Z KIS =0 (A.4.25)
Jw
from the KKT complementarity condition (5.175)
RISTWEl = KW V)V = Z el U Z KIS W EE (A.4.26)
Jw
thus the (A.4.24) becomes
Z ATWSE = =3 " m,0f Wit + Z KWL (A.4.27)

Using the expressions (A.4.7), (A.4.12), (A.4.17), (A.4.22) and (A.4.27) we reformulate the

TEP objective function (5.189) as follows:
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S op Z mas p MAX+ZMmam(Z MAX)_ZCZZ)P
5’30 A s S
ZO S A .

’LUJ

+ Z ATWET =3 mofTstp + Z /-@WWRT (A.4.28)

Transferring the linear terms from the left to the right part of the strong duality theorem

equality (5.36) the latter is rearranged as:

Z OZ%A + Z 7Tw up up Z 7_(_deoum ;l:))wn
ib
DA RT RTyx7sp __
+) O Wi~ ZOJ Wit - Z”wOj Wi, =
Jif Jw

if
Z uap L — Z 1, VOLL4L3 — Z T OFTW T
dk dw o
_ Z )\ggwj!ij _ Z maxPMAX Z /Bmax MAX
(je€In)w 7

_ Z GZE‘ZIRESZ-UP Z emazREsDOWN

. Z CrlnaxLJ\/[AX Z maxWRT . Z M;Za:p < Z PMAX)

Jw b
Z TMAX min max . Z TMAX Zinzﬁd + &Tn%)
n(meOy) n(meBn)w
=D wlon o) = > w (o + o) (A.4.29)

Substituting the non-linear terms OZ4APPA OfPri?  Odownydown O W OfTWﬁA and

OFTW.E of (A.4.28) for the left part of equality (A.4.29), the non-linear TEP objective func-

tion (5.189) is recast into the following equivalent linear expression:
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Appendix B

Marginal utility of demand

This Appendix provides the pattern following the marginal utility (pairs of energy and
prices) of the demand through a 24-hour time period. In Table B.1 each column corresponds
to a time period of one hour and each row corresponds to a different bid price (€/MWh)
while the relevant cells’ entries represent the percentage of the total demand bid at this price.
It can be seen that the demand is bid by 5 energy blocks, the first of which accommodates
the 90% and each of the next four accommodates 2.5% of the total demand. The provided
data are used in case studies of 6-bus and one-area RTS systems for both MPEC models

presented in Chapters 3 and 4.
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Reliability Test System (RTS) of IEEE

This Appendix provides data for the modified IEEE one-area Reliability Test System
(RTS). Figures C.1 and C.2 depict the networks used in case studies of Chapters 3 and 4
respectively. Technical data considering the conventional power generating units are provided
in Table C.3. The two first rows indicate the ownership of the units. The third row indicates
the type and the power capacity of each unit. The rows from four to eleven refer to the
maximum size of the four power blocks offered by each unit and to their respective cost
offers. The last four rows present the reserve capacity limits of each unit and the respective
deployment cost offers. Finally, Table C.4 provides data for the the 17 demands of the system.
The second column shows the location of each demand and the third column provides the
load factor [%)] of a total demand 2.85 GWh. Each demand is offered as shown in Table B.1.
Finally, all the double circuit lines of the RTS are replaced by single ones with the same
transmission capacity. The susceptance B,,, for all lines is 9.412 per unit, and the value of

lost load VOLL, for each demand is 200 €/MWh .
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Figure C.1: RTS one-area network with only non-strategic wind generating units
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Figure C.2: RTS one-area network with strategic wind generating unit j1
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Table C.2: Location and distribution of 2.85 GW total system demand [MW]|

demand bus load factor [%]
dl nl 3.8
d2 n2 3.4
d3 n3 6.3
d4 n4 2.6
db nb 2.5
d6 n6 4.8
a7 n’ 4.4
d8 ng 6.0
d9 n9 6.1
d10 n10 6.8
dll nl3 9.3
dl2 nlb 6.8
dl3 nl4 11.1
dl4 nl6 3.9
d1b nl§ 11.7
dl6 nl19 6.4
d17 n20 4.5
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